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PREFACE

The XIII Ibero-American Conference on Applications and Usability of Interactive Digital
Television (JAUTI 2024) was jointly organized by the University of Cérdoba (Spain) and
RedAUTI (Thematic Network on Applications and Usability of Interactive Digital
Television). The event was held from November 13 to 15, 2024, in Santo Domingo,
Dominican Republic.

This publication compiles 19 research papers presented during the conference, addressing
diverse topics such as infrastructure, design, development, and user experiences related to
interactive digital television and associated information and communication technologies. A
single blind peer-review process was carried out to produce the final versions included in this
publication.

January 2025

PREFACIO

La XIIT Conferencia Iberoamericana sobre Aplicaciones y Usabilidad de la Television Digital
Interactiva (JAUTI 2024) fue organizada conjuntamente por la Universidad de Coérdoba
(Espafia) y RedAUTI (Red Tematica sobre Aplicaciones y Usabilidad de la Television Digital
Interactiva). El evento se celebré del 13 al 15 de noviembre de 2024 en Santo Domingo,
Republica Dominicana.

Esta publicacion recopila 19 trabajos de investigacion presentados durante la conferencia, que
abordan diversos temas como infraestructura, disefio, desarrollo y experiencias de usuario
relacionadas con la television digital interactiva y tecnologias de la informacion y
comunicacion asociadas. Se llevo a cabo un proceso de revision por pares ciego para producir
las versiones finales incluidas en esta publicacion.
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PREFACIO

O XIII Congresso Ibero-Americano sobre Aplicagdes e Usabilidade da Televisao Digital
Interativa (JAUTI 2024) foi organizado conjuntamente pela Universidade de Coérdoba
(Espanha) e pela RedAUTI (Rede Tematica sobre Aplicacdes e Usabilidade da Televisao
Digital Interativa). O evento foi realizado de 13 a 15 de novembro de 2024, em Santo
Domingo, Reptblica Dominicana.

Esta publicacio compila 19 artigos de investigacdo apresentados durante o congresso,
abordando diversos temas, como a infraestrutura, o design, o desenvolvimento e as
experiéncias de utilizador relacionadas com a televisdo digital interativa e tecnologias de
informacao e comunicagao associadas.. Foi realizado um processo de revisao por pares cego
para produzir as versdes finais incluidas nesta publicagao.

Janeiro de 2025
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Design of an SDR-Based ISDB-T Receiver and
Transport Stream Analyzer

Gonzalo Olmedo, Deyder Montiel, Nelson Benavides
"Universidad de las Fuerzas Armadas, ESPE, Sangolqui, Ecuador.

Contributing authors: gfolmedo@espe.edu.ec; damontiel@Qespe.edu.ec;
nbbenavidesl@espe.edu.ec;

Abstract

This paper presents the design and implementation of a flexible and cost-effective
system for receiving and analyzing ISDB-T signals using Software Defined Radio
(SDR) technology. The system employs the ADALM-PLUTO transceiver which
offers suitable frequency and sampling rate performance and connects to a com-
puter for processing in the GNU Radio program through a block system. A
specific block was designed to analyze PAT, PMT, NIT, and SDT tables which
are essential for Transport Stream (TS) analysis and implemented in Python. The
results show that the system allows real-time and post-reception table analysis
facilitating a more detailed study of the information. This work presents a prac-
tical tool and contributes to the field with a low-cost and highly flexible solution
for ISDB-T signal analysis, demonstrating its effectiveness through comparisons
with similar systems and highlighting its potential for future applications in the
digital television industry.

Keywords: ISDB-T, TDT, SDR, GNU Radio, Transport Stream, Python, PAT,
PMT, NIT, SDT.

1 Introduction

The introduction of Digital Terrestrial Television (DTT) transformed multimedia
broadcasting, enabling multiple programs with improved audio, video quality, and
interactivity. The ISDB-Tb standard, derived from Japan’s ISDB-T, employs MPEG-
4 encoding and GINGA for interactivity [1]. Key to DTT analysis is the Transport
Stream (TS), which encapsulates service and auxiliary data in Packetized Elementary
Streams (PES).

w
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This study presents a low-cost TS analyzer for ISDB-T, developed at the Digital
Television Laboratory, Universidad de las Fuerzas Armadas ESPE, using an ADALM
PLUTO SDR and GNU Radio. The tool decodes PAT, PMT, NIT, and SDT tables,
analyzing real-time TS data and MPEG-2 TS files via Python functions integrated
with GNU Radio.

Challenges include decoding dynamic PAT for service association, extracting
service-specific PMT data, analyzing extensive NIT network details, and processing
SDT information for user-facing service organization [2]. Compared to prior tools
focused on post-reception analysis [3], this analyzer processes live signals directly,
enhancing efficiency and reducing costs from over 15,000 USD for commercial
analyzers to under 200 USD.

This document is structured as follows: Section II outlines ISDB-T fundamentals,
Section III details the system’s hardware and software, Section IV discusses results,
and Section V concludes.

2 Digital Terrestrial Television

2.1 Transport Stream

A TS packet comprises 188 bytes: a 4-byte header and a payload of 184. The packets
can be transmitted in any order as their packet identifier (PID) distinguishes them
in the header. A TS packet contains information previously associated with Program
Streams (PS), which are Packetized Elementary Streams (PES) for audio, video, or
data. Null or filler TS packets may also be found in cases where a fixed bit rate TS
stream is needed.

PSI/SI tables are data groups that send specific information to the receiver to
control the playback and decoding process. PSI tables include PAT, PMT, and CAT,
while ST tables include BAT, NIT, SDT, EIT, TDT, TOT, and ST [2].

2.2 ISDB-T Standard

In ISDB-T, the 6 MHz analog TV bandwidth is divided into 14 segments of 428.57
kHz each. Thirteen segments transmit the TDT signal, while one serves as a guard
interval to prevent interference, resulting in a 5.57 MHz bandwidth. ISDB-T supports
three transmission modes, differing in the number of carriers per segment [4].

ISDB-T supports the simultaneous transmission of multiple services, including
high-definition (HD), standard-definition (SD), and low-definition mobile television,
within the 5.57 MHz spectrum. It employs a hierarchical structure (Figure 1), dividing
the transport stream (BTS) into 188-byte packets (TSP) processed by a Reed-Solomon
encoder RS(204, 188) for error correction. Three layers, A, B, and C, allow independent
configuration of the digital modulator and convolutional encoder. Modulation schemes
include 64-QAM, 16-QAM, QPSK, and DQPSK. Higher modulations like 64-QAM
offer greater spectral efficiency for HD signals, while QPSK and DQPSK provide
robustness for mobile transmissions at lower rates.

The convolutional encoder in ISDB-T ensures reliable transmission with a gen-
erator matrix G = [171;133]s and a code rate of r. = 1/2. The code rate can be
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Fig. 1 Hierarchical Structure

increased by puncturing parity bits, enhancing data rates but reducing error correction
capability. This feature ensures secure and efficient error detection and correction.

Segments are grouped for layers A, B, and C and interleaved across the spectrum.
Segment zero, located at the center, supports low-definition mobile communications,
commonly using the OneSeg configuration [4].

The carriers from each layer and control block are combined through Orthogonal
Frequency Division Multiplexing (OFDM), enabling simultaneous transmission of all
configured data. OFDM symbols are transmitted with guard intervals to mitigate
multipath signal effects [4].

2.3 Broadcast Transport Stream

The ISDB-T system incorporates 16 additional bytes into each TSP for configuring
the physical layer, including modulation type, error correction codes, and multi-carrier
structure among other parameters, forming packets of 204 bytes of a new trans-
port stream called Broadcast Transport Stream (BTS) [5]. The configuration of the
BTS is performed in an SI table, which is of utmost importance, referred to as the
Transmission and Multiplexing Configuration Control Table (TMCC) [5].
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3 Receiver Design and Implementation

3.1 Software Defined Radio Design

SDR systems are defined as those in which software defines some or all components of
the physical layer. They consist of an RF antenna connected to an SDR transceiver to
adapt the signal, followed by a computer with SDR, processing software. For receiver
implementation, the ADALM PLUTO SDR transceiver manufactured by National
Instruments captures and tunes the signal [6]. The device is compatible with various
operating systems and processing programs and can generate RF analog signals from
325 MHz to 3.8 GHz [6]. GNU Radio is the processing software for transmission and
reception systems using block diagrams constructed in C++ and Python [7].

3.2 Infrastructure and Methodology

The system infrastructure consists of both hardware and software components. On
the hardware side, the ADALM-PLUTO SDR transceiver by National Instruments is
utilized, capable of capturing and tuning signals in the 325 MHz to 3.8 GHz range
[6]. A UHF/VHF RF antenna is connected to the transceiver via an F-Type to SMA
coupler, and signal processing is performed on a Linux Ubuntu 18.04 system.

The software components include GNU Radio, an open-source platform for signal
processing [7], complemented by custom Python blocks for specialized analyses.

The methodology encompasses key steps in signal reception, processing, and real-
time analysis:

e Signal Acquisition: The PlutoSDR Source block in GNU Radio sets parameters
such as channel tuning frequency.

® Resampling: The Rational Resampler block adjusts the sampling frequency to the
ISDB-Tb full-seg standard.

® Noise Reduction: A Low Pass Filter removes noise and interfering signals.

¢ Demodulation and Synchronization: The OFDM Synchronization block per-
forms orthogonal demodulation and mitigates timing and frequency synchronization
effects.

e Signal Decoding: The TMCC Decoder block analyzes transmitted signal charac-
teristics using carrier data.

® Error Correction: Frequency and Time Deinterleavers, along with Symbol Demap-
per and ISDB-T Channel Decoding blocks, perform tasks such as deinterleaving,
energy dispersal, Viterbi decoding, and Reed-Solomon decoding. The resulting
bitstream is saved as a .ts file using the File Sink block.

For real-time analysis, a custom Python block, Table_Test, displays information
from PAT, PMT, NIT, and SDT tables via the GNU Radio console and user interface.
The GUI is divided into three main areas for user convenience:

e Control Area: Includes buttons for run, clear, and exit functions.
e Search and Display Area: Contains navigation buttons, text boxes for packet
details, and a table to view the 188-byte packet data.

6
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e Table Display Area: Organized into tabs to show the content of PAT, PMT, NIT,
and SDT tables.

3.3 Physical Implementation

Figure 2 illustrates the implementation of a digital television signal receiver using a
software-defined radio (SDR) system. The setup includes an RF antenna for UHF
and VHF signals, connected via an F-type to SMA coupler to the ADALM PLUTO
transceiver. Signals are transferred to a computer through a USB connection. The
software operates with the following specifications: Linux Ubuntu 18.04, GNU Radio
version 3.7.10.1, Python version 2.7, and libraries including libiio, 1ibad9361, and
gr-io for ADALM-PLUTO, along with the ISDB-T library for GNU Radio.

GNU Radio SDR: ADALM-PUTO Antenna

Interface USB 20 A Interface mini USB  SMA to F Connector

Fig. 2 Receiver implementation scheme

Figure 3 shows the block diagram of the digital television signal receiver based
on the ISDB-Tb standard in GNU Radio, developed as described in [8]. The algo-
rithm adapts DVB-T decoding blocks for ISDB-Tb, including OFDM Synchronization,
TMCC Decoder, Frequency Deinterleaver, Time Deinterleaver, Symbol Demapper,
and ISDB-T Channel Decoding blocks. The library is available on GitHub under the
name gr-debt. Below, the functionality of these blocks is described:

¢ PlutoSDR Source: Configures signal acquisition parameters, such as channel
tuning frequency, using the ADALM PLUTO SDR.

e Rational Resampler: Adjusts the sampling frequency to the ISDB-Tb full-seg
standard through decimation and interpolation.

¢ Low Pass Filter: Eliminates noise and high-frequency interference.

e OFDM Synchronization: Performs orthogonal demodulation and addresses
timing and frequency synchronization issues in the OFDM system.

e TMCC Decoder: Analyzes transmitted signal characteristics by processing carrier
data.

® Frequency Deinterleaver and Time Deinterleaver: Enhance signal robustness
based on the transmission mode and segment distribution.

® Symbol Demapper: Maps samples to their corresponding modulation layers.
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Fig. 3 Reception scheme in GNU Radio

e ISDB-T Channel Decoding: Decodes signals per layer, including byte deinter-
leaving, energy dispersal, bit deinterleaving, Viterbi decoding, and Reed-Solomon
decoding.

® File Sink: Stores the decoded bitstream in a .ts file.

The Table_Test block, custom-developed in Python, displays real-time information
from the Program Association Table (PAT), Program Map Table (PMT), Network
Information Table (NIT), and Service Description Table (SDT) using GNU Radio’s
console. It reads and processes decoded values from the current TS packet. GNU Radio
enables code modification via text editors or Python-specific Integrated Development
Environments (IDEs).

4 Results Analysis

The developed system was tested by tuning into the Ecuador TV channel, operating at
a frequency of 545.143 MHz with a guard interval of 1/8, determined experimentally.
Figure 4 illustrates the channel tuning process in the time domain, the spectrum after
the filtering process, and the constellation diagram using GNU Radio’s QT tools.
The results showed that the system could successfully tune and analyze the ISDB-T
signals, providing detailed real-time information from the PAT, PMT, NIT, and SDT
tables shown in Figures 5 through § .

To validate the accuracy and reliability of our system, we compared the results
obtained with those from the PROMAX HD Ranger Neo 2 spectrum analyzer for
ISDB-T in real-time. The comparison showed that our system recognized the same
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values as the PROMAX analyzer, confirming the effectiveness and precision of our low-
cost solution. This validation demonstrates that our system can perform on par with
commercial equipment, providing accurate and reliable data analysis at a significantly

lower cost.

PAT FOR CAP SERVICE

PID: O and in hex: 0x0
Table ID: O and in hex: 0x0
Section length: 25 and in hex: 0x19
Section syntax error: 1 then True

CRC-32: [172 249 186

142]

Transport Stream identifier: 82 and in hex: 0x52
Version Number: O and in hex: 0x0

Current next indicator:

1 then True

——————————— Broadcasting program number identifier ---------

Broadcasting program
Broadcasting program
Broadcasting program
Broadcasting program

number
number
number
number

identifier
identifier
identifier
identifier

0
1:
2
3

0

2625
2624
2648

Network PID: 8

Program map PID O :
Program map PID 1 :
Program map PID 2 :

4096
4112
8136

Program map PID

Fig. 5 Ecuador TV — PAT Table
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PMT FOR CAP SERVICE

PID: 8136 and in hex: 0x1fc8

Table ID: 2 and in hex: 0x2

Section length: 47 and in hex: 0x2f

Section syntax error: 1 then True

CRC-32: [ 72 113 227 4]

Program number: 2648 and in hex: 0xa58
Version Number: 2 and in hex: 0x2

Current next indicator: 1 then True

PCR_PID: 4130 and in hex: 0x1022

Program information length: 6 and in hex: 0x6

---- Parental Rating ---
———————— - Availability Country --
Country ability flag: Possible

Country code 4539221

------------------ Stream Type identifier ------------------
Stream type identifier 0 : 27
Stream type identifier 1 : 17
Stream type identifier 2 : 6

Stream Type
Stream type O : Video according to ITU Recommendation H.264 and ISO/IEC 14496-10
Stream type 1 : Audio according to ISO/IEC 14496-3

Stream type 2 : PES packets

————————— -- Elementary Stream PID --
Elementary Stream PID 0 : 4129

Elementary Stream PID 1 : 4131

Elementary Stream PID 2 : 310
——————————————————— ES information length -------------—---—-
ES information length 0 : 3

ES information length 1 : 3

ES information length 2 : 7

—————————————————— Component Tag ID
Component Tag ID O : 129

Component Tag ID 1 : 131

Component Tag ID 2 : 135
———————————————————— Data Component
Data coding method id: 18
Additional identifier info: []

Fig. 6 Ecuador TV — PMT Table

NIT FOR CAP SERVICE

PID: 16 and in hex: 0x10

Table ID: 64 and in hex: 0x40

Section length: 76 and in hex: Ox4c

Section syntax error: 1 then True

CRC-32: [ 97 124 103 107]

Network Identifier: 82 and in hex: 0x52
Version Number: 1 and in hex: Ox1

Current next indicator: 1 then True

Network Descriptor Length: 6 and in hex: 0x6
Network Name: ECTV

System Management ID: O and in hex: 0x0
Additional Information:

Transport Stream Loop Length: 57 and in hex: 0x39

Transport Stream Identifier: 82 and in hex: 0x52
Original Network Identifier: 82 and in hex: 0x52
Transport Stream Loop Length: 51 and in hex: 0x33

Service ID ---------—------ Lo
Service ID 0 : 2648
Service ID 1 : 2624
Service ID 2 : 2625

Service Type —===============————u

Service Type O : Data Service
Service Type 1 : Digital Television
Service Type 2 : Digital Television

Remote Key ID: 7 and in hex: 0x7

TS Name Length: 14 and in hex: Oxe

Transmission Count: 3 and in hex: 0x3

TS Name: Ecuador TV UIO

————————————————————— Transmitter Parameter ---------------—-

Transmitter Parameter 0 : Type C
Transmitter Parameter 1 : Type A 8
Transmitter Parameter 2 : Type B

Modulation

Modulation O : QPSK
Modulation 1 : 64 QAM
Modulation 2 : 16 QAM

Service Number --------------------

Service Number 0 : 1

Service Number 1 : 1

Service Number 2 : 1

——————————————————— Service Identification -----------------
Service Identification 0 : [2648]

Service Identification 1 : [2624]

Service Identification 2 : [2625]

Code Area: 0 and in hex: 0x0

Guard Interval: 1/8

Transmission Mode: Mode 3

————————————————————— Channel -----------——-—--—---

—————————————————— Partial Reception System ----------------
Partial Reception System 0 : 2648
—————————————— Emergency Information Descriptor -----4{3--

Fig. 7 Ecuador TV NIT - Table
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SDT FOR CAP SERVICE

PID: 17 and in hex: 0x11

Table ID: 66 and in hex: 0x42

Section length: 97 and in hex: 0x61

Section syntax error: 1 then True

CRC-32: [223 66 225 240]

Transport Stream Identifier: 82 and in hex: 0x52

Version Number: 1 and in hex: Ox1

Current next indicator: 1 then True

Original Network Identifier: 82 and in hex: 0x52
————————————————————— Service ID -—---—--—--——--—--——-
Service ID 0 : 2625

Service ID 1 : 2624

Service ID 2 : 2648

————————————————————— Running Status ---------------------
Running Status 0 : Executed

Running Status 1 : Executed

Running Status 2 : Executed

————————————————————— Service Type---------------------
Service Type O : Digital Television

Service Type 1 : Digital Television

Service Type 2 : Data Service

————————————————————— Service Provider Name---------------—-
Service Provider Name O : ECTV

Service Provider Name 1 : ECTV

Service Provider Name 2 : ECTV

————————————————————— Service Name ----------—--——-——-—-—
Service Name O : ECUADOR TV SD

Service Name 1 : ECUADOR TV HD

Service Name 2 : ECUADOR TV SD MBL

Fig. 8 Fig. 11. Ecuador TV - SDT Table

5 Conclusions

In this work, we designed and implemented a cost-effective system for receiving and
analyzing ISDB-T signals using Software Defined Radio (SDR) technology. The trans-
port stream analyzer, developed with the ADALM-PLUTO transceiver and GNU
Radio software, performs real-time and post-reception analysis of PAT, PMT, NIT,
and SDT tables. By integrating the entire signal processing chain into a single
device, the system significantly reduces complexity and costs compared to commercial
analyzers.

The system’s performance was validated against the PROMAX HD Ranger Neo
2 spectrum analyzer, demonstrating accuracy and reliability with comparable results.
Costing less than 200 USD, the system offers substantial savings over commercial
analyzers, which exceed 15,000 USD, while enabling streamlined and efficient real-time
transport stream analysis.

This study highlights the potential of SDR technology for developing low-cost,
high-performance tools in digital signal processing. Future work could expand support
to additional digital television standards and enhance the GUI for improved user
interaction.
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Abstract. El avance tecnologico ha permitido nuevas formas de interaccion di-
gital, aunque las personas con discapacidad visual atin enfrentan barreras para
disfrutar de experiencias como eventos deportivos. Este proyecto presenta un sis-
tema de videostreaming que, utilizando el estaindar MPEG-DASH, facilita la ac-
cesibilidad a contenido multimedia, especificamente partidos de futbol previa-
mente grabados (bajo demanda), para personas con deficiencia visual mediante
un guante haptico previamente probado. El guante emite vibraciones que indican
la posicion del balon en una cancha dividida en 45 zonas, permitiendo que el
usuario perciba el desarrollo del juego en tiempo real. Este guante sera integrado
en un futuro, por ende, este proyecto se enfoca en la verificacion y visualizacion
de los metadatos que recibira el guante haptico posteriormente. La interfaz, desa-
rrollada en Python, recibe el flujo de transporte (TS) transmitido desde un emisor
a través de una red, realiza la demultiplexacion y decodificacion identificando el
PID de cada paquete y decodifica audio y video mediante FFmpeg. Ademas, ex-
trae metadatos con la ubicacion del balon, que luego convierte al formato MPEG-
DASH con MP4Box para generar un manifiesto MPD y alojar el contenido en un
servidor HTTP utilizando IIS. La reproduccion se realiza en una pagina web es-
tructurada en HTML, mostrando un radar visual que refleja la posicion en tiempo
real del balén en el partido. Los resultados muestran que el sistema registra la
posicion del balon en un archivo .txt, representandola en el radar de forma pre-
cisa. Pruebas realizadas confirmaron la funcionalidad de la interfaz, la reproduc-
cion eficiente en el servidor con diferentes anchos de banda y la exactitud en la
visualizacion de la posicion del balon durante el videostreaming del partido, mar-
cando un hito para adelante realizar la integracion con el guante haptico, y lograr
la inmersion de las personas con deficiencia visual al mundo tecnolégico.

Keywords: Accesibilidad TV, Videostreaming, Bajo Demanda, MPEG-DASH,
Flujo de Transporte (TS)

1 Introduccion

La tecnologia ha transformado nuestras vidas, pero garantizar la inclusion digital sigue
siendo un reto, especialmente para personas con deficiencia visual en medios como la
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television. A pesar de avances como la audiodescripcion, que narra escenas visuales a
través de una narracion superpuesta al audio original [1] [2] [3], la aplicacion del len-
guaje de sefias en la TV [4] y dispositivos hapticos que traducen informacion visual en
estimulos tactiles [5], estas soluciones suelen estar limitadas a transmisiones en vivo,
dejando de lado el contenido bajo demanda.

En el ambito deportivo, esta dificultad se intensifica debido a la dindmica en tiempo
real de los eventos, como en el fatbol, donde la localizacion del balon es esencial para
comprender el juego. Aunque se han desarrollado herramientas como guantes hapticos
sincronizados con la transmision en vivo [6] y sistemas de posicionamiento asistido que
emplean HBBTV e loT para sincronizar la posicion del balon utilizando vectores ge-
nerados por scripts en Python [7], su utilidad esta restringida a transmisiones en vivo,
limitando su aplicabilidad para eventos grabados.

Este articulo propone un sistema que permita a personas con deficiencia visual ac-
ceder a eventos deportivos grabados (bajo demanda), integrando metadatos en el flujo
de transporte (Transport Stream) de plataformas de Videostreaming que utilizan el es-
tandar MPEG-DASH [8]. Este estandar, conocido por soportar tanto transmisiones en
vivo como bajo demanda, proporciona la flexibilidad necesaria para implementar solu-
ciones accesibles e interactivas, sincronizando la posicion del balon con dispositivos
hapticos para ofrecer una representacion tactil precisa y accesible. Es importante men-
cionar que este proyecto esta enfocado en la verificacion y visibilidad de los metadatos
que se reciben con la posicion del balon, siendo un proyecto previo a la implementacion
directa con el guante haptico.

A futuro, se espera que este sistema se integre eficientemente con tecnologias como
el guante haptico, permitiendo que reciba los metadatos de forma sincronizada. Esto
facilitara la interpretacion tactil de la posicion del balon, mejorando significativamente
la experiencia de las personas con deficiencia visual. Con esta integracion, no solo se
promovera una interaccion mas inclusiva con los contenidos deportivos, sino también
una experiencia mas inmersiva y accesible para este publico.

2 Receptor de VideoStreaming bajo demanda con MPEG-DASH

La implementacion del receptor de Videostreaming utilizando el estandar MPEG-
DASH (ver Fig. 1) esta compuesta por un servidor web, un cliente que actiia también
como equipo receptor, y un equipo transmisor encargado de enviar el flujo de transporte
(TS), esté es desarrollado por Andrés Loachamin [10]. E1 TS que recibe el equipo re-
ceptor sera demultiplexado y decodificado.

= s

Servidor HTTP Router Equipo Transmisor
s I LAN LAN
4.

Equipo receptor

LAN

Cliente DASH
Fig. 1. Arquitectura para VideoStreaming con MPEG-DASH
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2.1  Recepcion del TS

El equipo receptor recibe el flujo de transporte (TS) enviado por el equipo transmisor a
través del software "EaseUS Todo PCTrans Free", estando ambos dispositivos conec-
tados a la misma red de area local (LAN).

En consecuencia, se requiere esperar a que el equipo transmisor establezca una co-
nexion con el equipo receptor mediante la direccion IP correspondiente.

2.2 Interfaz grafica para transmision con MPEG-DASH

Se ha desarrollado una interfaz grafica en Python (ver Fig. 2), cuyo codigo fuente se
encuentra disponible en GitHub, especificamente en la carpeta “Recepcion Videostrea-
ming MPEG-DASH” [14]. Dicha interfaz facilita la importacion del archivo TS (.ts)
generado por el equipo receptor una vez finalizado el proceso de envio.

( # Receptor MPEG DASH X

Seleccionar / ; ) RECEPTOR MPEG DASH

archivo .ts \ - » I—I
Nuevo TS —!

| Seleccionar TS | | Archivos generados
|

Estado

|

+ Demultiplexacion :l °

+ Decodificacion A 1

« Adaptar contenido Dirige a la pagina web para .
a MPEG-DASH reproducir el contenido multimedia

+ Subir archivos al
servidor web

Fig. 2. Disefio final de la interfaz “RECEPTOR DASH”

Una vez seleccionado e importado el archivo TS, el boton "Preparar transmision" se
habilita automaticamente. Al hacer clic en este boton, se lleva a cabo el proceso de
demultiplexacion, decodificacion del flujo de transporte, adaptacion del contenido mul-
timedia al estindar MPEG-DASH y carga de los archivos necesarios al servidor web.

Demultiplexacion del TS. El flujo de transporte (TS) recibido se analiza utilizando el
software TS Analyzer ESPE [9], el cual permite examinar cada paquete de 188 bytes y
determinar su PID (Identificador de Paquete) para clasificar la informacion como audio,
video o datos, a través de la tabla PMT. Los PIDs fueron asignados por el equipo trans-
misor, al igual que la multiplexacion. Por lo tanto, los PIDs para los diferentes tipos de
informacion son: Video — 2065, Audio — 2075 y Datos — 208S.

Posteriormente, los paquetes de datos se separan de los de audio y video, generando
los archivos "datosTS demux.ts"y "videoTS demux.ts".
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Decodificacion del contenido multimedia. Nos enfocamos en los contenidos de audio
y video, por ende, se utiliza el archivo "videoTS demux.ts", generado durante el pro-
ceso de demultiplexacion. De manera indirecta, se lleva a cabo la codificacion de estos
contenidos con el fin de emplear el estindar MPEG-DASH.

Codificacion de video. Se realiza tres diferentes versiones del contenido de video para
la codificacion que se presentan en la Tabla 1.

Tabla 1. Distintas versiones del video a codificar

Resolucioén Codec Tasa de bits
Calidad 1 256x144 H.264 250 kbps
Calidad 2 640x360 H.264 1200 kbps
Calidad 3 1280x720 H.264 2400 kbps

Se utiliza el codec H.264, que comprime el video eliminando informacién irrelevante
sin afectar su calidad [11]. La codificacion se realiza en formato .mp4, ideal para strea-
ming, ya que permite almacenar video y audio sincronizados. Este proceso se lleva a
cabo con el software FFmpeg, generando tres archivos: "video 256x144.mp4", "vi-
deo 640x360.mp4" y "video 1280x720.mp4".

Codificacion de audio. Se crea una Unica version de audio con una tasa de bits de 192
kbps utilizando el cédec AAC, que realiza una compresion con pérdidas sin afectar la
calidad del audio original [12]. El archivo resultante, con extension .m4a, ofrece mayor
calidad y menor tamafio que el formato MP3. Se emplea el software FFmpeg para ge-
nerar el archivo "video audio_192k.m4a".

Decodificacion de los metadatos con la ubicacién del balén. Se utiliza el archivo
"datosTS_demux.ts" generado en la demultiplexacion. Los paquetes de datos con PID
2085 contienen la ubicacion del balon en la cancha de fatbol, cuyo valor esta en la
posicion 5 de cada paquete y se presenta en formato hexadecimal.

Se extraen los datos de la posicion del baloén y se guardan en un archivo de texto
"txt" llamado "Coordenadas.txt", que luego se cargara al servidor web. Se optd por este
formato debido a su simplicidad, tamafio reducido y debido a que los metadatos son
sencillos y requieren unicamente una lectura basica, sin necesidad de etiquetas o es-
tructuras complejas como lo hace JSON o XML, lo que lo hace ideal para sistemas con
recursos limitados.

Generacion del manifiesto MPD y archivos compatibles con DASH. El manifiesto
MPD (Media Presentation Description) es un archivo XML que define los metadatos
necesarios para seleccionar entre segmentos de video con distintas tasas de bits, facili-
tando el servicio de streaming. Usando la herramienta MP4Box del software GPAC, se
genera el manifiesto MPD y los archivos de inicializacion MPEG-4 correspondientes a
cada version del video y la inica version del audio, necesarios para la reproduccion en
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un reproductor DASH. El proceso produce los archivos: "manifiesto.mpd", "vi-
deo 256x144 dashinit.mp4", "video 640x360 dashinit.mp4", "vi-
deo 1280x720 dashinit.mp4" y "video_audio 192k dashinit.mp4".

Aunque se consider6 incluir los metadatos en el archivo MPD, se descarto para evitar
posibles problemas de reproduccion.

Subir archivos al servidor web. Al trabajar en el sistema operativo Windows, Micro-
soft ofrece el servicio IIS (Internet Information Services), el cual funciona como un
servidor web local que permite almacenar y gestionar sitios web en entornos basados
en Windows Server.

El diagrama de bloques (ver Fig. 5) indica el proceso realizado para subir los archi-

vos al servidor web.

Crear un directorio virtual Se crea una carpeta Se crea una carpeta
“FutbolMpegDash” “admin” “radar”

+ Archivos compatibles +  Archivo .txt
con DASH
* Manifiesto MPD

Fig. 5. Diagrama de bloques para subir archivos al servidor web

3 Radar para monitoreo de la posicion del balon

El proyecto esta dirigido a personas con discapacidad visual; sin embargo, es funda-
mental implementar un sistema de monitoreo que permita verificar la precision de las
coordenadas de la posicion del balon. Para ello, se disefié un radar que muestra la ubi-
cacion del baldn en funcion de las 45 posiciones previamente establecidas (ver Fig. 6).

Fig. 7. Posiciones dentro del campo de futbol para el posicionamiento del balon [6]
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El radar se basa en una secuencia de imagenes que se actualizan dinamicamente se-
gun la posicion del balon en el campo de juego. En la Fig. 7 se presenta una de las
imagenes que conforman el radar; en total, existen 45 imagenes, correspondientes a
cada una de las posiciones definidas.

Posicion
del balon

en 2D

Fig. 7. Imagen de posicionamiento del balon dentro de la cancha de futbol

El equipo transmisor determina la posicion del balén en funcion de las 45 regiones
previamente definidas.

Las 45 imagenes generadas para monitorear la posicion del balon seran cargadas al
servidor web local, en la carpeta "radar" del directorio virtual, donde también se en-
cuentra el archivo "Coordenadas.txt", el cual almacena las posiciones del balon.

4 Pagina web para reproducir contenido multimedia

Para la creacion de la pagina web con el reproductor DASH, se emplea el lenguaje de
programacion HTML, incorporando un reproductor DASH que puede adquirirse de
forma gratuita en el sitio web Dash.js [13]. Este reproductor es de uso global y sin costo.

El c6digo HTML es personalizado para proporcionar un entorno mas amigable en la
pagina web que reproduce el contenido multimedia deportivo (ver Fig. 8), donde se
sincronizan las posiciones del archivo de texto con el video. Estas posiciones se repre-
sentan mediante imagenes (ver Fig. 7) que indican la ubicacion del balon, emulando un
radar para monitorear el correcto funcionamiento.
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Tiempyye Posiai FUTBOL DASH Radar del balon

Reproductor del Monitoreo de la posicion
contenido multimedia con del balon dentro de la
estandar MPEG-DASH cancha:re:(ithel

{ Reproductor dash.all.min.js L

Fig. 8. Pagina web para reproducir el contenido multimedia

El c6digo HTML desarrollado se encuentra en GitHub, especificamente en la carpeta
“Recepcion Videostreaming MPEG-DASH” [14]. Esté realiza las siguientes funciones:

- Extrae los metadatos del archivo .txt ubicado en el servidor web local

- Sincroniza estos metadatos con el contenido multimedia (partido de fitbol),
actualizando la posicion del balon cada 0.5 segundos, y

- Representa cada metadato mediante una imagen almacenada en el servidor,
mostrando la posicion del balon en el campo.

5 Pruebas y resultados obtenidos

5.1 Recepcion del TS entre equipo transmisor y receptor

El software "EaseUS Todo PCTrans Free" establece la conexion entre el equipo trans-
misor y el receptor para transferir el archivo TS. El tiempo de transferencia, que de-
pende de la red y el tamaiio del archivo, fue de aproximadamente 3 minutos para un
archivo de 430 MB. Una vez completado el envio, el equipo receptor accede al archivo
.ts y puede reproducir el video en streaming utilizando el estindar MPEG-DASH.

5.2 Prueba de la Interfaz Receptor MPEG DASH

Se selecciona el TS recibido, se prepara la transmision para poder reproducir el conte-
nido multimedia con MPEG-DASH (ver Fig. 9).
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/ ; ; Archivo .ts RECEPTOR MPEG DASH

seleccionado
Nuevo IS —!
Seleccionar TS [VideuBavcelenaHD.ts Archivos generados

Coordenadas.txt
nanifiesto.mpd

- video 1280x720.mp4
‘[Completado +.. Listo parxa reproducir video 1280x720_dashinit.mpd

video 25&x144.mp4

Preparar Transmisidn

Estado video 256x144_dashinit.mpd
Archivos generados correctamente y subid video_£40x3€0.mp4
os al servidor. video £40x3€0_dashinit.mpd

video audio_192k.mda

\ {vid&o_audia__lQZk__dashin:Ll:.n@‘!
[ ]
Reproducir Y

Mensaje que indica que
esta listo el contenido
multimedia para ser
reproducido

Fig. 9. Funcionamiento de la Interfaz Receptor MPEG DASH

Archivos generados para la
reproduccion con estandar
MPEG-DASH

El proceso dura aproximadamente 3 minutos, ya que incluye la demultiplexacion de
2.400.001 paquetes del TS, seguida de la decodificacion del audio y video, lo que im-
plica su codificacion al estiandar MPEG-DASH. Ademas, se decodifican los datos de la
posicion del balon y se copian los archivos generados al servidor web local. Una vez
finalizado, se habilita la funcién "Reproducir”, que redirige a la pagina web para la
reproduccion del contenido multimedia.

5.3  Posicion del balon con el video a reproducir

Se accede a la pagina web para reproducir el contenido multimedia, donde se analiza y
comprueba el posicionamiento del balon cada 0.5 segundos mientras este se transmite
(ver Fig. 10).

Tiempo: 217\ FI_TTBOL DASH Radar del balén

Posicion del balon

Tiempo de actualizacjork g = g
—delranicaGion Gal| ©. - A Al d 7k v NS
balén que corresponde b . ' & spntonden
a cada 0.5 segundos Posicién-del balon ;
en elcontenido-_

< O""" multimedia
- 3

b

-

LI |

Fig. 10. Posicion del balon en el radar de monitoreo
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El radar de monitoreo de la posicion del balon se actualiza cada 0.5 segundos con la
imagen correspondiente (ver Fig. 10), sincronizada con el contenido multimedia y sin
retardo durante la transmision del partido.

Si se registran errores en los metadatos, como valores fuera de las 45 regiones del
campo, el algoritmo ignora el valor durante 0.5 segundos, manteniendo la posicion an-
terior hasta que se registre una nueva posicion valida.

5.4 Reproduccion del video deportivo con el estandar MPEG-DASH

Se utiliza el software NetLimiter para limitar el ancho de banda de la red y evaluar
como se adapta el contenido multimedia a las diferentes resoluciones disponibles (ver
Fig. 11 y Fig. 12). Estas figuras, de autoria propia, se basan en los resultados de la
experimentacion.

A

admir
admir

1RLs

Name

Fig. 12. Contenido multimedia a una resolucion de 1280x720 y bitrate de 2400 kbps
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El trafico de flujo del navegador (Chrome), donde se reproduce el contenido depor-
tivo, permite visualizar las diferentes descargas al analizar el trafico de la red. A través
de este analisis, se puede observar qué archivo de inicializacion se descarga para ser
reproducido durante la transmision del evento deportivo bajo demanda, asegurando la
sincronizacion del video y el audio.

6 Discusion

6.1 Limitaciones

La limitacion presente es el uso de un servidor local, debido a su capacidad restringida
de ancho de banda y escalabilidad, lo que puede afectar a la calidad de transmision y
disponibilidad para un gran niimero de usuarios. Adicionalmente, su ubicacion local
limita el acceso geografico, dificultando la distribucion global. Para superar estas ba-
rreras seria necesario el uso de servidores en la nube, que ofrecen mayor capacidad de
distribucion y gestion del trafico.

6.2 Conclusiones

Se disefi¢ y desarroll6 una interfaz denominada "Receptor MPEG-DASH" en Python,
capaz de procesar contenido multimedia bajo el estindar MPEG-DASH. Este sistema
realiza la demultiplexacion y decodificacion de audio, video y metadatos desde un ar-
chivo TS (Transport Stream), generando un manifiesto MPD y archivos multimedia
adaptados, los cuales se suben a un servidor web para su reproduccion en un reproduc-
tor DASH.

El receptor obtiene el TS desde un equipo transmisor a través de una red local, separa
los PIDs de video, audio y metadatos, y codifica el contenido multimedia en resolucio-
nes variables utilizando FFmpeg. Los datos, como la posicién del balén en un evento
deportivo, se almacenan en un archivo de texto. Todo el contenido se organiza para
asegurar una reproduccion sincronizada en una pagina web.

El uso de un archivo .txt para almacenar los metadatos fue una decision estratégica
basada en la simplicidad y eficiencia. Aunque se pudo haber optado por formatos es-
tructurados como JSON o XML, el formato .txt result6 ser una alternativa mas ligera
en términos de tamafio, al no incluir etiquetas ni estructuras complejas. Ademas, su
facil lectura por cualquier aplicacion, sin necesidad de un analizador especifico, permite
una gestion mas agil de los datos, lo que resulta especialmente beneficioso en sistemas
con recursos limitados.

Las pruebas realizadas validaron la funcionalidad del sistema, con tiempos promedio
de procesamiento de 3 minutos y reproducciéon continua, incluso bajo variaciones de
ancho de banda simuladas. La adaptacion dindmica de calidad asegura una experiencia
fluida, mostrando la posicion del baléon mientras se reproduce el partido de fitbol con
actualizaciones cada 0.5 segundos, en donde, en caso de registrar errores en los meta-
datos, como valores fuera de las 45 regiones del campo, el algoritmo ignora el valor

N
5]
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durante 0.5 segundos, manteniendo la posicion anterior hasta que se registre una nueva
posicion valida.

6.3  Trabajos Futuros

En trabajos futuros, se plantea desarrollar un plugin que garantice la compatibilidad del
receptor MPEG-DASH con cualquier dispositivo, ampliando su accesibilidad. Ademas,
se considera implementar un servidor web en la nube para alojar los archivos multime-
dia y el manifiesto MPD, facilitando su distribucién global, y explorar la integracion
con un guante héaptico para recibir metadatos sincronizados con partidos de futbol trans-
mitidos, realizando la experimentacion debida con las personas con deficiencia visual
que nos garantice el buen funcionamiento del sistema.
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Algoritmo para la codificacion y multiplexacion de
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Abstract. El desarrollo tecnoldgico ha transformado la television en una expe-
riencia mas inmersiva e interactiva, integrando elementos sensoriales que tras-
cienden el audio y el video. Sin embargo, las personas con discapacidad visual
aun enfrentan barreras para disfrutar plenamente de eventos deportivos como el
fatbol, donde la narracion del juego es esencial. Este trabajo propone el desarro-
llo de un algoritmo que incorpora metadatos de geolocalizacion del balon den-
tro de la cancha en un partido de fatbol en el flujo de transporte (TS), permi-
tiendo su transmision para TDT y videostreaming. Se desarrolld un algoritmo
de codificacion y multiplexacion de metadatos que integra datos tridimensiona-
les de la posicion del balon en sincronia con el contenido audiovisual. La de-
multiplexacion y decodificacion de estos metadatos se realizé mediante GNU
Radio y Python, permitiendo extraer informacion estructurada en tablas PSI/SI
para su interpretacion en tiempo real. Ademas, se implementd una interfaz ba-
sada en MPEG-DASH que convierte los metadatos a un formato compatible
con servidores HTTP, facilitando la transmision y visualizacion del contenido a
través de una pagina web con un radar que refleja la ubicaciéon del balon. En
una fase futura, se integrard un guante haptico previamente probado, que tradu-
cira los metadatos en vibraciones, dividiendo la cancha en 45 zonas para ofrecer
una percepcion tactil del juego. Las pruebas experimentales incluyeron la
transmision y recepcion de sefales con la tarjeta SDR Adalm Pluto, Set-Top
Box y servidores de videostreaming. Los resultados demostraron una sincroni-
zacion estable entre la reproduccion del video y la transmision de metadatos,
garantizando una experiencia fluida y precisa para los usuarios. Este avance re-
presenta un paso significativo hacia la inclusion de personas con discapacidad
visual en eventos deportivos transmitidos en tiempo real.

Keywords: Flujo de transporte, multiplexacion de metadatos, tablas PSI/SI.

1. Introduccion

La accesibilidad en los medios de comunicacion es un desafio constante para las per-
sonas que tienen una deficiencia visual, quienes enfrentan barreras significativas para
disfrutar de diversas actividades como el seguimiento de un partido de futbol, ya que
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este es un deporte altamente visual que requiere interpretar los movimientos de los
jugadores y la pelota dentro de la cancha, es por ello que, continuamente surgen nue-
vas investigaciones enfocadas en dispositivos de TV accesible, como la audiodescrip-
cion, la cual se enfoca en narrar las escenas de la television [1][2][3]. Otra iniciativa,
se aborda la posibilidad de generar una ventana de lenguaje de sefias brasilefias de
manera automatica, conocido como LibrasTV [4].

A pesar del desarrollo tecnologico, a las personas con deficiencia visual se les difi-
culta conocer la ubicacion de la pelota dentro de la cancha, ya que la narracion depor-
tiva no puede cubrir toda esta informacién. En trabajos previos realizados por los
autores [5][6], se desarrolld un sistema semiautomatico que codifica la posicion del
balon mediante un script en Python y un servidor HbbTV, el cual se conecta a una
plataforma de IoT que transmite la informacion a un guante haptico, el cual interpreta
la informacion mediante vibraciones en el guante, permitiendo a los usuarios entender
lo que ocurre en el juego.

Con base en estos desarrollos, este proyecto propone un algoritmo para la transmi-
sion de metadatos multiplexados dentro de un flujo de transporte Transport Stream
(TS). El algoritmo procesa datos de coordenadas de ubicacion de la pelota, permitien-
do que cualquier receptor compatible con MPEG-2 TS o MPEG-DASH pueda inter-
pretar y procesar la informacion. Ademas, las pruebas de simulacion verifican el fun-
cionamiento de la transmision de datos, y adicionalmente, este trabajo sirve como
base para futuras investigaciones sobre la implementacion en hardware, de manera
que las personas con deficiencia visual puedan seguir y disfrutar de un partido de
fatbol tanto en tiempo real como en diferido.

Para estructurar este estudio, la Seccion 2 describe la generacion del flujo de trans-
porte (TS), integrando los metadatos de ubicacion del balon con audio y video, deta-
llando paquetes, tablas PSI/SI y la funcidon “create_metadata ts”. La Seccion 3 des-
cribe la transmision del TS con audio, video y metadatos, utilizando Stream Xpress
TS Player y el modulador DekTec DTU-215 bajo el estandar ISDB-T, ademas de su
verificacion con TS Analyzer ESPE. Finalmente, la seccion 4 expone las limitaciones
del estudio, presenta conclusiones y sugiere mejoras para futuras implementaciones.

2. Generacion y transmision del flujo de transporte (TS) con metadatos

La arquitectura implementada (ver Fig. 1) consta de una etapa de transmisiéon con el
generador de TS, tarjeta de modulacion, amplificador y antena VHF/UHF, y una etapa
de recepcion con Set Top Box, antena VHF/UHF y un televisor digital.

Antenna

TS Generator Dektec DTU-215 Amplifier il
| I~ ))
= : g _I

Fig. 1. Componentes de transmision
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2.1  Metodologia para la geolocalizacion del balén dentro del campo

La geolocalizacion de la pelota dentro de la cancha de futbol se representa en un sis-
tema de coordenadas tridimensional (3D). Para ello, el campo se divide en una cua-
dricula en el plano X-Y (Ver Fig. 2), dando como resultado un total de 15 regiones
para identificar la posicion de la pelota. Las divisiones constan de:

e Eje X (largo de la cancha): Se divide en 5 secciones (X1, X2, X3, X4 y X5),
organizadas de derecha a izquierda.

e Eje Y (ancho de la cancha): Se divide en 3 secciones (Y1, Y2 y Y3), organi-
zadas de arriba hacia abajo.

Adicionalmente, se considera la dimension Z para representar la altura del balon en
relacion con los jugadores: Z1 para la pelota en el piso, Z2 hasta la altura de la cabeza
de los jugadores, y Z3 para las alturas que sobrepasa a los jugadores.

X xo 0 X3 | Xx; 1 x,

Fig. 2. Divisiones de la cancha a lo largo (eje X), ancho (eje Y) y alto (eje Z)

Con estas tres dimensiones, se pueden obtener 45 posiciones distintas del balon
dentro de la cancha (ver Fig. 4), resultantes de la combinacion de las 15 regiones en el
plano X-Y y los 3 niveles de altura en el eje Z.

z3

zl

Fig. 4. Representacion 3D — 45 posiciones distintas
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El archivo “coordenadas.txt” es generado mediante un script en Python que registra
las posiciones del balon en cada instante de muestreo, con un intervalo de 500 ms
para evitar sobrecarga de datos o confusion. Cada vez que se detecta su ubicacion, se
le asigna una coordenada correspondiente al formato 3D, es decir, una de las 45 posi-
bles posiciones representadas en la Figura 4, y se almacena en formato hexadecimal.

Cada linea del archivo representa una ubicacion especifica e incluye un valor he-
xadecimal. Por ejemplo, si la pelota esta en el centro del campo antes del saque, la
coordenada sera 0x08; si se encuentra en el area del punto penal izquierdo, sobre la
cabeza de los jugadores, la coordenada sera 0x28; y si un jugador ejecuta un penal en
el lado derecho, la coordenada sera 0x06.

Este archivo se utilizara en la siguiente fase del proyecto para integrar la informa-
cion de la ubicacion de la pelota dentro del flujo de transporte, donde los datos seran
multiplexados junto con los paquetes de audio y video.

2.2 Codificacion de los formatos de audio y video

Antes de iniciar el proceso de multiplexacion de audio, video y metadatos, es necesa-
rio codificar los formatos de audio y video para garantizar la compatibilidad de los
codecs requeridos por OpenCaster2.4 para la multiplexacion. Por esta razon, es nece-
sario convertir el video de formato MP4 a AVI utilizando el software FFMPEG, man-
teniendo los parametros del video original. Ademas, es necesario separar los paquetes
de audio y video antes de multiplexarlos con los metadatos especificos para ajustar
cada componente [7][8].

2.3  Paquetizacion de video y audio

Para el video y el audio, el proceso de paquetizacion consta de 2 etapas, en la primera,
los flujos elementales ES (Elementary Stream) de video y audio se encapsulan en
paquetes PES (Packet Elementary Stream); luego, en la segunda etapa, los paquetes
PES son encapsulados en paquetes TS de tamaiio fijo de 188 bytes [7][8].

2.4  Generacion de tablas PSI/SI (Program Specific Information / Service In-
formation)

La correcta generacion de las tablas PSI/SI es fundamental para los procesos de mul-
tiplexacion y demultiplexacion efectiva de los paquetes de audio, video y metadatos
que se encuentran en el flujo de transporte (TS), por lo que se optd por utilizar cuatro
tablas, las cuales fueron desarrolladas mediante un script en Python (ver Fig. 5). Este
codigo esta disponible en GitHub, concretamente en la carpeta “Metadata Transmis-
sion to DTT and Videostreaming” [10].
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Lectura del Inicializacion de Crear paquetes
archivo txt variables TS
Se abre el archivo Se definen los Se crean los

que contiene las variables paquetes de

coordenadas de la necesarlas TS con los

pelota para la funcién metadatos
especificos

Escritura de <ﬂ
paquetes
Se escriben cada uno

de los paquetes TS
en “coordenadas.ts”

Fig. 5. Diagrama de flujo del script Python para la generacion de tablas PSI/SI y metadatos.

e Tabla PAT. Actia como un indice general que indica qué programas estan
disponibles en el flujo de transporte. En este caso, se tiene un identificador
asociado con la PMT con un valor de 16.

e Tabla NIT. Proporciona informacion sobre la red de transmision, incluyen-
do el nombre de la red y el nombre del flujo de transporte, los cuales estan
definidos como "AndresTV" y "CoordenadasTS", respectivamente.

e Tabla SDT. Ofrece descripciones detalladas de los servicios (canales), in-
cluyendo el nombre del servicio y el proveedor del servicio, que en este caso
corresponden a "FutbolAccesible" y "ESPE", respectivamente.

e Tabla PMT. Describe los componentes individuales de cada programa den-
tro del flujo de transporte. Especifica los PIDs asociados a cada tipo de con-
tenido. En la Tabla 1 se muestra los PIDs utilizados en este proyecto.

Tabla 1. Valor de PIDs de cada programa.

Programa PID

Audio 2065
Video 2075
Metadatos 2085

Generacion del paquete de metadatos. Para integrar las coordenadas del archivo
“coordenadas.txt” al flujo de transporte, se desarrolld6 la funcidén “crea-
te_metadata ts”, cuya finalidad es generar los paquetes de metadatos en el formato
Transport Stream (TS) para posteriormente ser multiplexados junto con el flujo de
audio y video.

Lectura de

tnicle coordenada

Incremento Escritura del
—|  nimero de paquete en
continuidad "coordenadas.ts”

Fig. 6. Generacion del paquete de metadatos.
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Seglin el diagrama de flujo (ver Fig. 6), la funcién inicia extrayendo las coordena-
das del balon desde el archivo de texto “coordenadas.txt”, donde cada registro del
archivo representa la posicion del balén en el campo de juego en un instante determi-
nado y es actualizada en intervalos de 0.25 segundos. Una vez obtenida la coordena-
da, la funcién genera un paquete de 188 bytes, estructurado de la siguiente estructura:

e Primer byte: Indica el byte de sincronizacion e inicio del paquete, con un
valor de 0x47.

o Segundo y Tercer byte: 1dentificador tinico (2085) asignado a los paque-
tes de metadatos, permitiendo que el receptor los diferencie de los paque-
tes de audio y video.

e Cuarto byte: Contador de continuidad (0x10-0x1F) que garantiza el orden
correcto de los paquetes durante la transmision.

e  Quinto byte: Contiene la informacién de la posicion de la pelota en el
campo de juego.

e  Bytes restantes: Relleno con valores cero para completar el tamafio estan-
dar de 188 bytes, garantizando la compatibilidad con el formato Transport
Stream.

Una vez estructurado, el paquete se almacena en un archivo binario “coordena-
das.ts”, que posteriormente se utilizara en la fase de multiplexacion junto con el audio
y video. Este proceso se repite de manera iterativa hasta que todas las coordenadas
han sido procesadas y escritas en el archivo de salida.

2.5  Generacion del Transport Stream

Hasta ahora, se han generado de manera independiente los paquetes de audio y video,
asi como las tablas PSI/SI, por lo que es necesario multiplexarlos en un unico flujo de
transporte mediante el comando “tscbrmuxer” de OpenCaster (ver Fig. 7).

e
{ audiavideo.ts;l

nit.ts — K

sdt.ts —

- Multiplexor de TS
pmt.ts o~

( videoBarcelonaHD.ts |

pat.ts —

A N
< coordenadas.ts /-‘—>

Fig. 7 Proceso de multiplexacion de los archivos TS.
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Finalmente, se usa el comando “tsstamp audiovideo.ts 29958294 > VideoBarcelo-
naHD.ts”, donde el comando tsstamp permite ajustar las marcas de tiempo de los
paquetes, asegurando una alineacion temporal precisa; por otro lado, el valor
29958294 representa un ajuste de tiempo en unidades de 90 kHz, basado en los Pro-
gram Clock References (PCR) o Presentation Time Stamps (PTS), con el fin de evitar
desfases entre el audio y el video. Como resultado, el archivo de salida VideoBarce-
lonaHD.ts contendra un flujo correctamente sincronizado para su reproduccion.

3. Pruebas de evaluacion y evaluacion de resultados

Una vez que se han multiplexado los paquetes de audio, video y metadatos en un
unico flujo de transporte, se debe verificar que los metadatos se hayan multiplexado
correctamente, para ello, se debe realizar un analisis del TS utilizando el software "TS
Analyzer ESPE" [9], el cual permite identificar los PIDs de las tablas, analizar cada
tabla en detalle. A continuacion, se presenta un analisis del contenido del paquete TS
denominado “coordenadas.ts” (ver Fig. 8), que incluye el byte de sincronismo, el PID
de la tabla (2085), el contador de continuidad (0x19), la coordenada de ubicacion
(0x0E) y el contenido de carga util, la cual es rellenada de ceros para cumplir con la
longitud requerida de 188 bytes del TS.

Byte de sincronizacion
P1D=2085
Contador de continuidad

[7,% Goordenada de ubicacién ‘

Tz e[ sl el 7] sl o 10l11]12]13[1a] 15[ 18] 17 18] 19] 20 21] 22 23] 2¢
47 Ifos {25 |[19 IJoe 1[oo oo Joo [oo (oo [oo Joo [oo (00 Joo Joo |00 [o0 (o0 [o0 [0 Joo Joo oo
00
00

[00—{00- 00000000 |00 [00 [00 [00 [00 |00 [00 [00 |00 J00 [00 00 [00 [00 [00 [00 [00 |00
00_[00 |00 00 [00 [00 |00 |00 [00 |00 |00 |00 Joo |00 foo Joo [oo {00 |00 |00 [00
00 [00 [00 00 [00 [00 [00 [00 [00 [00 |00 [00Joo [oo0 [oo Jo0 [oo (o0 |00 |00 |00
00 {00 (00 [00 [00 (00 (00 [00 [00 (00 00 [0 00 [00 [00 [00 (00 [00 (00 (00 (00 |00
00 [00 [00 (00 (00 [00 (00 [00 [00 [00 |00 00 (00 [00 [00 [00 [00 [00 (00 |00 |00
00 [00 [00 [00 (00 [00 (00 [00 [00 [00 |00 00 _[00 [o0 (oo [oo (00 {00 [00 Joo [oo
0 |00 |00 (00 (oo [oo (00 Joo [oo (00 [o0 00 [00 [oo oo Joo loo]

|
‘—~rCarga atil -
[ search PiD | 2085 | PAT TABLE: PMT TABLE:
= NIT TABLE: SDT TABLE:

S

Package Number TS:  [89642 ‘ Search Package (1] (1> (<] (>}

Fig. 8. Analisis del archivo “coordenadas.ts”

3.1  Configuracion del equipo de transmision

Para transmitir el paquete TS con las coordenadas de ubicacion, se utilizo el programa
Stream Xpress TS Player y el modulador DekTec DTU-215, en el cual, se debe cargar
el archivo “VideoBarcelonaHD.ts” y configurar los parametros de transmision segiin
el estandar ISDB-T. Este articulo esta enfocado exclusivamente en la transmision de
la sefial con el flujo de transporte que contiene los paquetes de audio, video y metada-
tos con las coordenadas de ubicacion de la pelota, en otra parte del proyecto, se traba-
j6 en la recepcion de la sefial y la representacion de los metadatos tanto en ISDB-T
con un receptor especifico para interpretar estos metadatos, embebido en una SDR
[10] y en un reproductor de videostreaming basado en MPEG-DASH [11].

w
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4. Discusion

4.1 Limitacion

El sistema desarrollado esta disefiado para trabajar con videos pregrabados, donde los
datos de ubicacion de la pelota se registran manualmente en el archivo “coordena-
das.txt” y se sincronizan con los flujos de audio y video, lo cual implica que el siste-
ma dependa de un previo registro de datos, lo que limita su aplicabilidad en escena-
rios de transmisiones deportivas en tiempo real debido a que la deteccion de la ubica-
cion de la pelota y la sincronizacion con el audio y video deben realizarse de manera
automatica y continua, lo cual plantea un reto técnico adicional.

4.2 Conclusiones

En este proyecto se desarrolld un algoritmo para la integracion y transmision de me-
tadatos multiplexados en el flujo de transporte en el extracto de un video de un partido
de futbol, con la finalidad de mejorar la accesibilidad de eventos deportivos para per-
sonas con deficiencia visual, donde este modelo permite la integraciéon de metadatos
especificos con las coordenadas de la ubicacion de la pelota dentro de la cancha, las
cuales posteriormente pueden ser interpretadas por los receptores. Ademas, durante el
desarrollo del proyecto se llevo a cabo un andlisis de las tecnologias de transmision de
datos y sincronizacion de audio y video, asi como la generacion y multiplexacion de
metadatos especificos, lo cual permitié una comprensiéon mas profunda en cuanto a las
diferentes técnicas y estandares utilizados en la transmision y recepcion de sefiales de
television digital terrestre bajo el estandar ISDB-T, con la finalidad de brindar solu-
ciones innovadores enfocadas en la inclusion de personas con deficiencia visual.

En este proyecto, se desarrolld un algoritmo de multiplexacion de metadatos espe-
cificos mediante un script en Python, que demostro ser eficiente para la integracion de
informacion adicional en el flujo de transporte, ya que permite la integracion adicio-
nal de metadatos, los cuales corresponde a las coordenadas de la ubicacion de la pelo-
ta dentro de la cancha de futbol, asegurando que los datos se transmitan de manera
sincronizada juntamente con los paquetes de audio y video, y ademas de mantener la
integridad y calidad del flujo de transporte, también aseguré que los receptores pue-
dan recibir correctamente la sefial transmitida, para posteriormente decodificar y de-
multiplexar correctamente los paquetes de audio, video y metadatos mediante los
PIDs asignados. Por lo tanto, este proyecto proporciona una base solida para futuras
investigaciones y desarrollos en el campo de la television digital terrestre, contribu-
yendo al avance de la accesibilidad en medios audiovisuales.

4.3  Trabajos futuros

Se propone continuar con las investigaciones y desarrollar un programa o algoritmo
mucho mas robusto que permitan la transmision del flujo de transporte en tiempo real,
por lo que es esencial continuar optimizando el algoritmo de multiplexacion para
mejorar la eficiencia y evitar cualquier tipo de inconveniente y/o retraso en la trans-
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mision, ademas, se deben realizar pruebas de transmision y recepcion en diferentes
escenarios con multiples usuarios para verificar la robustez y adaptabilidad del siste-
ma ante cualquier tipo de entorno. Ademas, se propone el desarrollo e implementa-
cion de un sistema de inteligencia artificial enfocado en el reconocimiento de la pelota
dentro de la cancha en tiempo real, donde el sistema procesaria los cuadros de video
en tiempo real para extraer automaticamente los datos de la ubicacion de la pelota y
poder generar los metadatos para ser transmitidos junto con la sefial de video, lo cual
eliminaria la necesidad de ingresar manualmente la ubicacion de la pelota en el flujo
de transporte y mejoraria significativamente la experiencia de los usuarios con defi-
ciencia visual para disfrutar de transmisiones deportivas en tiempo real.
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Abstract. El avance tecnologico ha impulsado el desarrollo de soluciones in-
clusivas en television digital, facilitando la accesibilidad para personas con dis-
capacidades sensoriales. Este estudio se centra en la demultiplexacion y decodi-
ficacion de metadatos en el flujo de transporte (TS) MPEG-2, con el objetivo de
mejorar la accesibilidad de la television para personas con deficiencias visuales,
permitiéndoles seguir eventos deportivos como un partido de fitbol en tiempo
real, mediante dispositivos hapticos para TV Accesible. Para implementar este
sistema, se realizaron pruebas de transmision y recepcion de sefiales utilizando
la tarjeta SDR Adalm Pluto y una antena UHF/VHF. Mediante librerias de
GNU Radio, se extrajo la informacion de la tabla PMT para identificar servicios
de metadatos especificos en el TS. La demultiplexacion y la extraccion de me-
tadatos se realizaron en Python 2.7, y los datos obtenidos se integraron en una
aplicacion en Arduino que activa LEDs segun la posicion de la pelota en fun-
cion de los metadatos recibidos, esto con el fin de validar y evaluar el rendi-
miento del sistema. Los resultados mostraron un sincronismo bueno entre la re-
produccion de video en formato TS y la transmision de datos, proporcionando
una experiencia continua y coherente para los espectadores con deficiencias vi-
suales, para quienes el ligero desincronismo es imperceptible.

Keywords: Transport Stream, TV Accesible, demultiplexacion de metadatos,
tablas PSI/SI, desincronismo.

1 Introduccion

Con el pasar de los afios la tecnologia se ha convertido en una herramienta muy util
para mejorar la calidad de vida de las personas, gracias a que los avances tecnologicos
son innumerables, existen diversos proyectos que se enfocan en mejorar la calidad de
vida de ciertos grupos de personas que presentan algin tipo de discapacidad, un tér-
mino que ha sido de suma importancia para estos grupos de personas es la inclusion.
Este trabajo se enfoca en personas que presentan deficiencia visual, existen algunos
trabajos previos [1] [2] [3] [4] que tienen enfoque en la accesibilidad, en estos traba-
jos se trata de tener facilidad de acceso a las personas con discapacidades a medios y
contenidos presentes en television, para esto se realiza un enfoque multilingiie con la
cual se realiza adaptacion a lenguaje de sefias para personas con deficiencia auditiva y
descripcion de audio para personas con deficiencia visual, sin embargo esto es una
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solucion parcial puesto que no se puede aplicar en varios contextos o programas que
el usuario pueda observar, como es el caso de la transmisién de algun deporte en vivo.

En los trabajos propuestos anteriormente se tiene un mayor enfoque para personas
con deficiencia auditiva, y solo se utiliza la descripcion de audio para las personas con
deficiencia visual, aunque la audiodescripcion es realmente un gran paso para la acce-
sibilidad a la TV, resulta tan solo una solucion parcial. En trabajos previos ya se desa-
rrolld un sistema con el cual una persona con deficiencia visual puede conocer la
ubicacion de un balon en un partido de fatbol, utilizando un sistema de posiciona-
miento asistido semiautomatico. En estos trabajos se detalla el disefio y desarrollo de
un guante haptico, el cual toma el posicionamiento del balon dentro de la cancha de
fatbol y lo envia a los motores hapticos que tiene incorporado, estos motores generan
vibraciones que permiten que las personas con deficiencia visual conozcan la posicion
del balén de forma sincronizada con la narracion del partido, aunque esta es una gran
alternativa esta presenta algunas debilidades ya que al tener un seguimiento semiau-
tomatico, se necesita que una persona se encuentre generando la ubicacion del balon y
este envié¢ esta informacion a un servidor IoT para que este lo transmita al guante
haptico, esto se genera durante un partido en vivo [5][6][7].

El alcance de este trabajo estd enfocado en la demultiplexacion, decodificacion, e
interpretacion de los metadatos que se encuentran dentro del flujo de transporte (TS),
este contiene toda la informacion que se desea transmitir, por lo cual se debe realizar
un proceso de identificacion y tratamiento de los metadatos para poderlos interpretar
mediante MPEG-2, se realizé pruebas de simulaciéon que ayudaran a validar que la
identificacion y el procesamiento de los datos sean los correctos y se encuentren
acorde y sincronizados con los demds datos recibidos tanto de audio, video y datos,
es importante mencionar que para la recepcion se utilizéo un TS que ya contenia los
metadatos con la informacion de la pelota dentro de la cancha como se detalla en el
algoritmo de multiplexacion [9].

Para la recepcion, se desarrolld un algoritmo el cudl presenta una interfaz grafica
que muestra la reproduccion del video e imprime los datos recibidos del archivo TS,
para verificar el sincronismo se utiliz6 la implementacion a escala de una cancha de
fatbol en la cual se encienden focos indicadores LED de acuerdo a la geo-localizacion
de la pelota, con esto se garantiza que la vibracion del guante haptico se encuentre
sincronizado con la narracion del partido, esto ayudard a la realizacion de trabajos
futuros los cuales puedan plantear soluciones dptimas para que toda la informacion
recibida de la geolocalizacion de la pelota posea sincronismo con la narracién del
partido, esto con el fin de integrarlos con el guante Haptico de TV accesible, para que
su funcionalidad no solo esté disponible para partidos en vivo sino también se lo pue-
da utilizar en partidos en diferido o pregrabados.

Para estructurar este estudio, el capitulo 2 describe el desarrollo del receptor ISDB-
T utilizando GNU Radio, asi como la creacion de la interfaz grafica en Python, deta-
llando cada uno de sus componentes. Ademads, se explica la implementacion en Ar-
duino para su integracion en el sistema fisico. El capitulo 3 presenta los resultados
obtenidos en la recepcion y procesamiento de datos, asi como la reproduccion simul-
tanea del video junto con su representacion fisica. Por su parte, el capitulo 4 evalua el
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desempeiio del sistema, incluyendo un cuadro que muestra, en segundos, la posicion
de la pelota tanto en la simulacion como en el video. Finalmente, el capitulo 5 expone
las conclusiones y proporciona directrices para futuras investigaciones.

2 Desarrollo

2.1  Receptor ISDB-Tb en GNU RADIO

A continuacién, se presenta el disefio del receptor de sefiales (ver Fig. 1) para lo
cual se utiliza un disefio ya realizado [8], se realiza una configuracion para establecer
los bloques que se utilizaran en este caso para recibir las sefiales, ademas se realiza
modificaciones en el receptor se afiade un bloque el cual muestra en la ventana de
Python el tipo de archivos que se reciben en la transmision, se puede observar el dise-
fio del receptor.

QT GUI Time Sink
Number of Polnts: 1.024k

PlutesDR Source
Device URI: 1p 19716521

Low Pass Filter
B -I e —
Sample Rate: 5.12633M Cutoff Freq: 2 94
Teemton whkh s
e

QT GUI Constellation Sink
Number of Polnts: 1032k
Autascale:

Vector to Stream
Hum Items: 5,617k

Filter aute: True OFDM
otk

Pl cuorainterver: 12 TMCC Decoder
Interpolate: 1ex MODE3{8K]
§ Print params.: o r
T T Symbol Demapser Time Deinteriea
lsie ol L Transmisslon Mode: MODE2(AK) Transmission Mode: H
L Layer A Segments: 13 Layer A Segments: 13 TS
Layer A Modulstion Scheme: G10AM Layer A Length: 4 i
[ fridosesries B MOS0 Belomesw
Layer B Modulation Scheme: 610AM Layer B Langth: ARSI IAR Mode: i
Layer € Segments: o Layer C Segments: U
| aver € Modulstion Scheme: sigai Loyer CLength: 0

File Sink
1SDBT Channel Decading l—b‘ﬂl—b—l i i
Layer Segments: 13 R
| Transmission Mode: Hocezek) [ i

Modulation Scheme: B10AM
Rate: 314

Fig. 1. La figura muestra cada uno de los bloques necesarios para crear un receptor ISDB-Tb.

A continuaciéon, se realiza una configuracion y programacion del bloque
Read PMT, que tiene como funcidon reconocer y presentar qué servicios se encuen-
tran presentes en la sefial recibida lo cual establece si se trata de audio, voz o datos.

2.2  Desarrollo de la Interfaz Grafica

Con ayuda del entorno de desarrollo Spyder para Python se desarroll6 una interfaz
grafica que sea fécil de utilizar y no cause ningtn inconveniente al momento de reali-
zar la multiplexacion y el tratamiento de los metadatos (ver Fig. 2).
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CARGA EL ez REPRODUCE
VIDED EL VIDEO EL VIDEO
Procesador de Video
Cargar Video Procesar Reproducir

'—T—'
sromwscon.

Fig. 2. Interfaz Grafica

A continuacion, se presenta una descripcion de cada uno de los componentes de la
interfaz grafica.

Carga el Video. — al presionar el boton, se puede observar el directorio en la cual
se establece la direccion donde se encuentra el video TS y se carga del archivo (.TS)
para continuar con el proceso.

Procesa el Video. — al presionar este boton se generan varios procesos; primero
verifica que el video se encuentra cargado o si presenta algin problema se presenta un
mensaje de error. El segundo proceso revisa el tamafio del archivo y el nimero de
paquetes existentes para lo cual se divide el tamafio del archivo para 188 bytes que se
establece para la transmision de archivos TS. El tercer proceso es la obtencion del
metadato el cual se encuentra en el PID 2085 para el proceso realizado se utiliza el
valor hexadecimal que es el PID 825, aqui se establece cada metadato, se realiza un
contador para verificar la cantidad de metadatos recibidos, y cada uno de estos meta-
datos se guardan en un archivo .txt generado con el fin de utilizar el archivo para eje-
cutar los metadatos y el video simultdneamente.

Reproduce el Video. — se envian datos al Arduino e imprime los datos leidos en el
cuadro de texto que se encuentra al final de la interfaz gréfica.

Como se debe tener sincronismo entre la reproduccion del video y los datos que se
muestran en el Arduino se realiza un retraso de la reproduccion del video de 2 segun-
dos, tiempo aproximado en el que se cargan los datos al Arduino, ademas como se
conoce que los datos vienen ingresados cada 0.5 segundos ese serd el tiempo que se
demora en mostrar el siguiente metadato. Mientras se realiza la reproduccion del vi-
deo y ¢l envid de datos al Arduino se imprime el valor del metadato que ingresa al
Arduino, incluyendo en la interfaz grafica, un cuadro de texto para leer el valor del
metadato, con esto se puede observar si existe algiin error al leer el dato.

2.3 Implementacion en Arduino

La informacion del metadato viene de acuerdo con el posicionamiento del balon de
fatbol dentro de la cancha, para la implementacion se establece la utilizacion de 18
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leds que se encenderan de acuerdo al metadato leido. Para comprender el funciona-
miento de los leds en la cancha se procede con la division de la cancha en 2 ejes los
cuales son X y Y, presenta 5 divisiones en X y 3 divisiones en Y generando un total
de 15 cuadrantes. Los metadatos recibidos van en valores del niimero 1 al nimero 45
en el cual no solo se presenta una division en 2D, sino una division en 3D, que con-
tiene 3 alturas. Para no utilizar un total de 45 leds, se realiza la division de la altura en
3 segmentos, los cuales encenderan 3 leds adicionales, los cuales representan altura
baja hasta la rodilla del jugador, altura media desde las rodillas del jugador hasta la
altura de su cabeza y la tercera altura representa a la posicion sobre la cabeza del ju-
gador. (ver Fig. 3)

z3
) o
1
v
2
YZ
¥
................ PUT
ral
| | | | [N

Fig. 3. Divisiones en la cancha eje X, Y, Z

2.4 Implementacion de forma fisica para la simulacion de los metadatos

Se realiza una implementacion utilizando una placa Arduino Uno, que tiene la funcion
de encender los leds dependiendo la posicion encontrada, la cual tiene como funcion
validar la informacién del metadato recibido, comprobando el funcionamiento del
receptor generado. (ver Fig. 4)

Fig. 4. Implementacion Fisica de la cancha de fatbol.
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Se utiliza 18 leds para mostrar las 45 posiciones con las siguientes especificacio-
nes: Si el metadato corresponde al rango de [1 al 15] se encendera el led de la altura
uno. Si el metadato corresponde al rango de [16 al 30] se realiza una configuracion en
la cual se reajusta los valores en el siguiente sentido si el metadato es el 16 se encien-
de el led 1 y se encendera el led que corresponde a la altura 2, asi sucesivamente hasta
obtener que si el metadato es el valor 30 se encendera el led 15. Si el metadato co-
rresponde al rango de [31 al 45] se realiza una configuracion para que se encienda el
led 3 de la altura, y se realiza el reajuste de los metadatos de la siguiente manera, si el
metadato es el nimero 31 se encendera el led 1 y asi sucesivamente hasta llegar al
metadato 45 en el cual se encendera el led 15.

3 Pruebas y resultados obtenidos

3.1 Prueba de recepcién de la sefial

Se utiliza un video TS previamente generado, el cual contiene los metadatos para
su transmision. Para esto se utiliza una antena UHF/VHF para la transmision y se
utiliza un SDR Adalm Pluto para y recibir la sefial (ver Fig. 5).

Antena VHF/UHF

Equipo de
transmision

Equipo de
recepcion

Recepcidn
Adalm Pluto

Fig. 5. Implementacion Fisica de la cancha de futbol.

Se puede observar las graficas de la sefial que se obtienen en la recepcion. La pri-
mera grafica muestra la sefial recibida en el dominio del tiempo, ademas se presenta la
grafica que representa el nivel de potencia en el dominio de la frecuencia para los 6
MHz de ancho de banda siendo este de -40 dB, finalmente se presenta el diagrama de
constelacion con una modulacion de 64QAM (ver Fig. 6).
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Fig. 6. Graficas de la sefal recibida

Una vez que se verifica la recepcion de la sefial que contiene el video, esto se logra
con el bloque Read PMT, se puede observar la informacion de la tabla PAT la cual
indica cuales son los tipos de informacion recibida, la Informacion 1 corresponde al
PID 2065 archivo de audio, la informaciéon 2 corresponde al PID 2075 archivo de
video y la informacion 3 corresponde al PID 2085 archivos de metadatos, a partir de
esta informacion se verifica que el archivo recibido concuerda con la sefial transmiti-

forme ITU Recommendation H.262

ada por un paquete PES

Fig. 7. Informacion de archivo recibido

3.2 Tratamiento del archivo recibido

Al terminar la recepcion de la sefial el software GNU Radio crea el archivo .ts, pa-
ra realizar el tratamiento de los datos del archivo generado se utiliza la interfaz grafi-
ca, en la cual se carga el Video Recibido, y se presiona el boton de Procesar con esto
se genera un archivo .txt con el nombre de Datos PID 825.txt. El archivo Da-
tos PID 825.txt contiene la informacion de los metadatos que contiene el video TS,
el cual como se menciond cuenta con 45 posiciones de la pelota dentro de la cancha.

3.3  Pruebas de simulacién y reproduccion del video

Con los datos separados en el archivo .txt, se procede a realizar la reproduccion del
video y el envio de datos al Arduino. Se presenta la sincronizacion que se tiene entre
el video y la ejecucion de la simulacion en Arduino. Se puede observar en la pantalla
la posicion de la pelota que se encuentra en el nimero 13 con una altura al ras del
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suelo por ese motivo el led encendido es de color verde y el led de la posicion 13 (ver
Fig. 8).

Altura
g Atur

Posicion

e

Fig. 8. Simulacion posicion 13

Al momento de presentar la simulacion y el video que se encuentra reproduciendo
es dificil identificar la posicion del metadato, por este motivo se presenta la captura de
pantalla al momento en el que el video se encuentra reproduciéndose en simultaneo
con los datos recibidos por el Arduino.

34 Evaluacion del sistema

Se realizo las diferentes pruebas de transmision de los metadatos enviados, en las
cuales se puede observar que no existe una sincronizacion total, esto debido al tiempo
de carga de los datos en la placa Arduino, y a la reproduccion del video. Ademas, este
retardo se debe al tiempo de muestreo de los metadatos que es de 0.5 s, ya que existe
tiempos en los que la pelota cambia de posicion en un tiempo menor a ese lapso.

Por lo tanto, se procede a cronometrar el tiempo entre el cambio de la posicion de
la pelota en el video, y el cambio reflejado en la simulacion, con lo que se obtiene los
datos de la medicion en la Tablal.

Con el valor de la media calculada en segundos y tomando en cuenta que los meta-
datos son transmitidos cada 0.5 segundos encontramos el valor del porcentaje de sin-

cronizacion que se presenta.
(0.119)%100%

Sincronizaciéon = 100% — o5

Sincronizacion = 76.2%
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Table 1. Tiempo de diferencia entre video y simulacion

Cambio de posicion de la En el vi- En la simula- Video-simulacién
pelota deo [s] cion [s] [s]
1 10,68 10,78 0,10
2 30,43 30,66 0,23
3 40,85 40,89 0,04
4 45,96 45,96 0
5 51,17 0,513 0,13
6 60,35 60,49 0,14
7 80,98 81,16 0,18
8 101,22 101,43 0,21
9 106,68 106,84 0,16
10 130,25 130,25 0
Promedio 0,119

Aunque se obtiene una sincronizacion del 76.2% se debe tener en cuenta que la
medicion esta en milisegundos, por lo cual, al momento de comparar la narracion del
partido y la posicion de la pelota en la simulacion, el 24.4% de error en el sincronis-
mo es casi imperceptible para las personas videntes, para las personas con deficiencia
visual va ser totalmente imperceptible.

4 Conclusiones y trabajos futuros

Se realizaron dos pruebas para la recepcion de la sefial, cada una con configuracio-
nes distintas. En la primera, se empled la tarjeta SDR como transmisor y receptor,
operando simultineamente. Para la segunda prueba la SDR actua unicamente como
receptor con una antena UHF/VHF. Estas pruebas confirmaron la capacidad del re-
ceptor para cumplir correctamente su funcion, replicando con éxito el proceso reali-
zado en la primera prueba. Ambos ensayos demostraron la efectividad del sistema de
recepcion, validando su funcionamiento en condiciones distintas de transmision.

Se disefid un modelo a escala de una cancha de futbol que cuenta con 18 leds para
indicar las posiciones de la pelota en las tres dimensiones. Durante la simulacion, los
LEDs se encienden de acuerdo al metadato recibido, y este tiene concordancia con la
posicion de la pelota observada en el video, garantizando el correcto funcionamiento
y sincronismo de los metadatos recibidos.

Se logré una sincronizacion del 76.2% debido a que se debe considerar el tiempo
que se demora en iniciar la placa Arduino, fue necesario definir un retraso en la re-
produccion del video, para tener concordancia entre la narracion del partido y la in-
formacion del metadato enviado, en la evaluacion se determind que el porcentaje de
desincronismo es imperceptible para las personas con deficiencia visual.

Finalmente, con este trabajo se comprobd que los metadatos de la ubicacion de la
pelota al interior de la cancha, pueden venir dentro del TS guardando el sincronismo
adecuado con el audio y el video.
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Para un trabajo futuro se sugiere realizar la implementacion de un receptor especia-
lizado y/o comercial que cuente con mayor velocidad de procesamiento e integracion
con los dispositivos hapticos para TV Accesible.

Para realizar nuevas implementaciones, se propone realizar un estudio mayor ya no
solo para un deporte especifico sino para cualquier otro contenido audiovisual permi-
tiendo que las personas con deficiencia visual puedan acceder a la television digital.
En el caso de ser aplicado a otros deportes se podria realizar una nueva interfaz que
permita escoger entre varios deportes para dar funciones especificas a las vibraciones
del guante y asi puedan disfrutar de programas como los Juegos Olimpicos.
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Resumen La televisién cubana, con su enfoque centralizado, ha sido
criticada por la homogeneidad y simplicidad de sus contenidos, lo que
resalta la necesidad de diversificar la oferta televisiva y fomentar nue-
vas formas de interaccién con la audiencia. En este contexto, la segunda
pantalla surge como una herramienta prometedora para revitalizar la ex-
periencia televisiva en Cuba. Esta tecnologia, que consiste en el uso de
dispositivos conectados a internet de forma complementaria al televisor,
facilita la participacién activa de los espectadores al permitirles acceder
a informacién adicional, compartir comentarios en tiempo real e inter-
actuar directamente con el contenido. No obstante, la implementacién
de la segunda pantalla en Cuba enfrenta desafios particulares, como la
limitada conectividad a Internet. Sin embargo, el desarrollo de solucio-
nes tecnoldgicas basadas en software libre y adaptadas a las condiciones
del pais podria superar estas barreras y acercar esta herramienta a la
audiencia cubana. El presente trabajo tiene como objetivo expandir las
funcionalidades del sistema TVC+ anteriormente desarrollado pero en-
focdndose en la integracién con redes sociales. Esto permitird a los usua-
rios interactuar en tiempo real, compartiendo comentarios, opiniones y
experiencias durante la visualizacién de programas. Con ello, se busca
incrementar la participacion de la audiencia y enriquecer la experiencia
televisiva en general.

Palabras claves: television digital interactiva, arquitectura de software,
software libre.

1. Introduccion

La omnipresencia de los dispositivos méviles ha transformado el consumo de
medios, haciendo comun el uso de una segunda pantalla como complemento a
la television. Esta tendencia, especialmente popular entre las generaciones mas
jovenes, ha crecido significativamente en los 1ltimos afios. En 2016, 46.7 millones
de adultos en Estados Unidos utilizaban internet simultdneamente con la tele-
visién, y se proyecta que esta cifra haya aumentado, destacando la combinacién
de smartphone y televisor como la més frecuente [9]. Entre las actividades més
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comunes estan el uso de redes sociales y la busqueda de informacién relacionada
con los programas [5].

La narrativa transmedia, una evolucién de la narracion tradicional, comple-
menta esta dindmica al expandir las historias a través de multiples plataformas,
permitiendo a los usuarios interactuar activamente como prosumidores, es decir,
tanto consumidores como creadores de contenido [7]. Este enfoque fomenta expe-
riencias narrativas multidimensionales que integran redes sociales, videojuegos y
otras tecnologias. En este ecosistema hibrido, la convergencia mediatica conecta
medios tradicionales, como la televisién, con plataformas digitales, dando lugar
a la televisién social, donde la audiencia enriquece la experiencia televisiva a
través de la interaccién en redes sociales [§].

La television cubana enfrenta el reto de adaptarse a estas transformaciones
mediaticas. Historicamente caracterizada por su enfoque tematico y centralizado,
ha logrado producciones de alta calidad, pero a costa de una limitada diversidad
y conexién con los intereses de su audiencia. En un contexto donde el acceso a
internet y dispositivos méviles crece, la segunda pantalla se presenta como una
herramienta clave para fomentar la interaccién social, enriquecer los contenidos
y revitalizar la programacion televisiva [6].

Este trabajo se centra en la ampliacion de las funcionalidades de TVC+,
un sistema desarrollado por la CUJAE para la gestién de medios y servicios de
valor agregado como la guia electrénica de programacion y servicios de datos
[1]. Aunque TVC+ provee informacién ttil, carece de herramientas para fomen-
tar la interaccién entre la audiencia y los contenidos televisivos mediante redes
sociales. Por tanto, este estudio propone una expansién del sistema con nuevas
funcionalidades que potencien la participacion activa de los televidentes a través
de la segunda pantalla.

La implementacién de estas tecnologias, basadas en software libre y adap-
tadas a las condiciones locales, permitird superar limitaciones tecnolégicas y
politicas publicas, contribuyendo a una experiencia televisiva més inclusiva, par-
ticipativa y alineada con las demandas de los espectadores cubanos. Este enfoque
combina la preservacién de la identidad televisiva nacional con la innovacion tec-
nolégica, posicionando a la segunda pantalla como un puente entre la tradicién
y el futuro de la televisién en Cuba.

2. Antecedentes

En el panorama actual de la televisién digital terrestre (TDT) en Cuba, la
busqueda de soluciones innovadoras para optimizar la experiencia de los usuarios
y ampliar el valor del servicio se ha convertido en un tema de gran relevancia. A
continuacion se analiza a TVC+ como antecedente de esta investigacion, con el
objetivo de comprender los beneficios que trae consigo los SVA en el desarrollo
de dicho trabajo, cabe destacar que estos SVA estdn compuestos por: la guia
electrénica de programacién (GEP)[2] y el servicio de datos (SD) [12], que este
ultimo contiene noticias para informar a la poblacién.

Entre las funcionalidades incorporadas en TVC+ se destacan [I:
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1. Funcionalidad de extraccion y publicacion de noticias desde fuentes prima-
rias, como fuentes RSS. Esto permite obtener informacion actualizada de
manera mas eficiente y precisa.

2. Asignacién de permisos para la gestion de subsecciones, lo que facilita el
acceso a aquellos designados por las instituciones que son fuentes primarias
de informacién. Esto garantiza una administracion mas segura y controlada
de los contenidos.

3. Ampliacién de los estados de las noticias, lo cual facilita la generacién de
reportes de calidad, el registro histérico y la contabilizacién del trabajo rea-
lizado. Esto permite evaluar y mejorar constantemente la calidad de los
contenidos y el desempeno del equipo.

Con el TVC+, se busca optimizar la gestién de la GEP y el SD, brindando
una herramienta mas eficiente y mejorada para la administracion de los servicios
de la TDT. Esta solucion ofrece diversas posibilidades de interactividad utilizan-
do la red moévil como canal de retorno. Una de estas posibilidades es a través
de la seccién Info+ en el mend principal (ver Figura ), botén verde), donde
se despliegan las subsecciones correspondientes a las diferentes televisoras acti-
vas. Al acceder a una de estas subsecciones, los usuarios pueden seleccionar el
programa del cual desean ver contenido complementario (ver Figura )

Registre su voto de la pareja mis popular

m
Info+

rans 11 w13

.+ 44 B
LD I

(@) | ®) O ©

Figura 1: Previsualizacién de un ejemplo que muestra las posibilidades de inter-
actividad local [I1].

Esta funcionalidad brinda la oportunidad de incluir encuestas e informacion
adicional, como recetas de cocina, biografias de los miembros del elenco, es-
tadisticas de programas deportivos transmitidos y el estado de los equipos en
competencia, entre otros ejemplos. En el siguiente ejemplo ilustrativo, se mues-
tra cémo se puede enviar la preferencia del usuario a través de un SMS al leer
el cédigo QR que se muestra en pantalla (ver Figura )

2.1. Tecnologia utilizada

Considerando las conclusiones alcanzadas en la seccién anterior acerca de
los beneficios derivados de la integracién de TVC+ en la solucién de esta in-
vestigacién, en esta seccién se lleva a cabo un andlisis de la arquitectura de
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microservicios y se proporciona una descripcién de las tecnologias que confor-
man el MEAN Stack. El objetivo es adquirir un mayor conocimiento sobre estas,
ya que son las utilizadas en el desarrollo del sistema integrado con TVC+.

La arquitectura de microservicios es un enfoque de diseno y desarrollo de
software que se basa en la construcciéon de aplicaciones como un conjunto de
servicios pequenos, auténomos y altamente especializados. En comparacién con
la arquitectura monolitica, la cual es aquella en la que todos los componen-
tes o modulos de un software estan desarrollados y desplegados en una tnica
aplicacién; la arquitectura de microservicios divide la funcionalidad en servicios
independientes que pueden ser desarrollados, desplegados y gestionados de forma
separada, lo que provoca que sus componentes estén poco acoplados [10].

Una de las principales ventajas de esta arquitectura es la flexibilidad y la
escalabilidad que ofrece. Al dividir la aplicacién en servicios méas pequenos, es
posible desarrollar y desplegar cada uno de ellos de forma independiente, lo
que facilita la implementacién continua y la adopcion de metodologias agiles.
Ademais, la escalabilidad se vuelve mas granular, ya que solo se requiere aumen-
tar los recursos de los microservicios especificos que estan experimentando una
mayor demanda [3].

En adicién, cabe destacar también otro de los grandes beneficios que ofrece
esta arquitectura, la capacidad de utilizar diferentes tecnologias y lenguajes de
programacion para cada servicio, lo que permite elegir la mejor herramienta
para cada tarea. Esto brinda a los equipos de desarrollo una mayor libertad y
flexibilidad a la hora de seleccionar las tecnologias mas adecuadas para cada
componente del sistema [4].

3. Solucién propuesta

A continuacién, se detallan los requisitos funcionales y no funcionales re-
copilados a través de la captura de requisitos de la funcionalidad escogida a
desarrollar como solucién a la problematica abordada en esta investigacion.

Los requisitos funcionales del sistema son:

= RF01 Conexién en tiempo real. El componente debe permitir que los usuarios
se conecten en tiempo real y puedan enviar y recibir mensajes de manera
instantanea.

= RF02 Interfaz de chat clara. Debe contar con una interfaz de chat sencilla
y intuitiva, que permita a los usuarios enviar y visualizar los mensajes de
manera clara y organizada.

= RF03 Historial de mensajes. Debe mantener un historial de los mensajes
enviados en el chat, de manera que los usuarios puedan consultar y leer
mensajes anteriores a su conexidn.

= RF04 Sincronizacién de mensajes. Cuando el usuario sufra una desconexién
y vuelva a conectarse, el componente deberd sincronizar autométicamente
los mensajes almacenados durante la desconexién, de manera que el usuario
pueda visualizarlos.
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= RF05 Asignacién del chat en tiempo real. El administrador del sistema debe
ser capaz de anadir la opcién de tener un chat en tiempo real a cualquier
espacio televisivo.

Mientras que los requisitos no funcionales del sistema son:

= RNF01 Rendimiento y escalabilidad. El sistema debe ser capaz de manejar
un alto volumen de usuarios y mensajes en tiempo real sin afectar el ren-
dimiento. Debe poder escalar horizontalmente para soportar un crecimiento
significativo en el niimero de usuarios.

= RNF02 Disponibilidad y confiabilidad. El sistema debe estar disponible y
operativo durante todo el tiempo que dure el espacio televisivo al que se
asigne.

= RNFO03 Usabilidad y accesibilidad. La interfaz de usuario del chat debe ser
intuitiva, facil de usar y accesible para una amplia gama de usuarios. Debe
ser compatible con diferentes dispositivos y navegadores web.

= RNF04 Mantenibilidad y extensibilidad. El cédigo del sistema debe ser mo-
dular, bien documentado y facil de mantener y actualizar.

El backend de la solucion del chat en tiempo real desempena un papel fun-
damental en la arquitectura de la aplicacion. Este médulo es responsable de
establecer y gestionar la comunicacién entre el servidor y los clientes, utilizando
el popular framework Express.js y la biblioteca Socket.IO para la implementa-
cién del protocolo WebSocket.

Una de las principales funcionalidades de este es la configuracion y el esta-
blecimiento de la conexién con la base de datos MongoDB. Esto permite que la
aplicacién pueda persistir y recuperar los mensajes enviados por los usuarios,
garantizando la consistencia y disponibilidad de los datos.

Ademas, en este médulo se implementa la logica de la comunicacién en tiempo
real utilizando Socket.IO. Cuando un usuario se conecta al servidor, se registra un
evento de conexién que permite monitorizar y gestionar los estados de conexién
de los clientes. Cuando un usuario envia un mensaje, el servidor recibe el evento
correspondiente y guarda el mensaje en la base de datos. Posteriormente, el
mensaje se emite a todos los clientes conectados, lo que permite la actualizaciéon
en tiempo real de la interfaz de usuario.

Una caracteristica destacada de este archivo es la implementacién del meca-
nismo de recuperacion del estado de la conexion. Cuando un cliente se reconecta
después de una desconexién, el servidor verifica si la conexién es una recupera-
cién y, en tal caso, envia los mensajes més recientes al cliente, garantizando una
experiencia fluida y sin pérdida de datos.

Otra funcionalidad importante es la configuracién del middleware de CORS
(Cross-Origin Resource Sharing), que permite controlar y restringir el acceso
a los recursos del servidor desde diferentes origenes. Esto ayuda a mantener la
seguridad de la aplicacién y prevenir ataques de tipo CSRF (Cross-Site Request
Forgery).

48



Proceedings of JAUTI24 : XIII Iberoamerican Conference on Applications and Usability of Interactive Digital TV

3.1. Comunicacion con la base de datos

El archivo backend que se comunica con la base de datos desempena un
papel fundamental en la gestién y el almacenamiento de los datos del sistema
de chat en tiempo real. En este caso, la implementacién utiliza Mongoose, un
popular ODM (Object Document Mapping) o en espafiol "Mapeo de Objetos
a Documentos”para Node.js, que facilita la interacciéon con una base de datos
MongoDB.

Las principales funcionalidades que este cumple son:

= Establecer la conexién con la base de datos: El archivo se encarga de esta-
blecer y mantener la conexién con el servidor MongoDB utilizando la infor-
macién de la cadena de conexién almacenada en las variables de entorno.

= Definir los esquemas de datos: Aqui se definen los esquemas de datos que
representan la estructura de los documentos que se almacenaran en la ba-
se de datos. Estos esquemas pueden incluir validaciones, tipos de datos y
metadatos asociados a los campos.

= Crear modelos de datos: A partir de los esquemas definidos, se crean modelos
de datos que encapsulan la légica de interaccién con la base de datos. Estos
modelos proporcionan una interfaz de programacion sencilla y familiar para
trabajar con los datos.

= Implementar operaciones CRUD: El archivo contiene funciones que permiten
realizar operaciones CRUD (Crear, Leer, Actualizar, Eliminar) en la base
de datos a través de los modelos de datos. Esto facilita la persistencia y
recuperacioén de informacion.

= Gestionar la l6gica de consultas: Ademads de las operaciones bésicas, el ar-
chivo contiene funciones que implementen consultas mas complejas, como
biusquedas, filtros, ordenamiento, entre otros.

= Proporcionar una capa de abstraccion: Al encapsular toda la logica de inter-
accién con la base de datos en este archivo, se crea una capa de abstraccién
que aisla al resto del backend de la complejidad subyacente. Esto mejora la
modularidad y la mantenibilidad del sistema.

3.2. Servicio que implementa el chat para la comunicaciéon con el
backend

El servicio de comunicacion con el backend, desempena un papel fundamental
en la aplicacién del chat en tiempo real. Este servicio se encarga de establecer
y gestionar la conexién WebSocket entre el cliente y el servidor, permitiendo la
transmisién bidireccional de eventos y datos en tiempo real.

La implementacién del servicio se basa en la utilizacién del cliente Socket.1O,
una biblioteca ampliamente utilizada para la comunicacién en tiempo real en
aplicaciones web. Dicho cliente se encarga de abstraer la complejidad de la comu-
nicacién WebSocket, proporcionando una API sencilla y robusta para interactuar
con el servidor.

Las principales funcionalidades del servicio incluyen:

49



Proceedings of JAUTI24 : XIII Iberoamerican Conference on Applications and Usability of Interactive Digital TV

Conexién y desconexién: El servicio proporciona métodos connect() y discon-

nect() que permiten a los componentes de la aplicacién iniciar y finalizar la

comunicacién con el backend. Estos métodos establecen y cierran la conexion

WebSocket utilizando el cliente Socket.10.

= Envio de eventos: A través del método emit(), el servicio permite a los com-
ponentes enviar eventos personalizados al servidor. Estos eventos pueden
contener datos relevantes para la actualizaciéon en tiempo real, como nuevos
mensajes de chat, actualizaciones de estado de usuarios, entre otros.

= Recepcion de eventos: El servicio permite a los componentes registrar call-
backs utilizando el método on(). Estos callbacks se ejecutardn cuando el
servidor envie eventos especificos, permitiendo a los componentes actualizar
la interfaz de usuario en respuesta a los cambios en tiempo real.

= Sincronizacion de tiempo: Para garantizar la coherencia de los datos en tiem-

po real, el servicio mantiene un desfase del tiempo del servidor utilizando

el método updateServerOffset(). Esta informacién de desfase se utiliza pa-

ra sincronizar las marcas de tiempo entre el cliente y el servidor, evitando

discrepancias en la visualizacién de los eventos.

Al encapsular la légica de comunicacién en tiempo real en este servicio, los
componentes de la aplicacién pueden interactuar facilmente con el backend sin
preocuparse por los detalles de bajo nivel de la comunicacién WebSocket. Esto
facilita la integracion y mantiene la modularidad de la aplicacién, mejorando la
mantenibilidad y escalabilidad del sistema de chat en tiempo real.

3.3. Asignacion del chat en tiempo real a los espacios televisivos

El usuario administador es el encargado de esta parte del sistema, este al
acceder al médulo de segunda pantalla, lo primero que se le presenta es una
parrilla que muestra la programacion televisiva de cada canal del servicio GEP
de TVC+, como se muestra en la Figura [2]

Tal y como ya se habia implementado previamente para otras funcionalidades
que ofrece el sistema, como Agregar votacion, Agregar noticas, entre otros; para
poder agregar contenido para la segunda pantalla el usuario administrador tiene
que seleccionar un espacio televisivo al que quiera anadirle dicha prestacién.
Una vez seleccionado dicho espacio, este pasard a la vista de Asignar contenido
interactivo a espacio, la cual estd compuesta por las opciones de asignar noticias
al espacio y agregar contenido adicional al espacio.

Una vez seleccionada la opcién de Agregar contenido adicional al espacio
se presentaran las opciones para agregar imagen, videos, enlaces, votaciones y
finalmente, la opcién para agregar dicho chat en tiempo real.

Al seleccionar la opcién Agregar chat, se desplegard un formulario que el
usuario administrador deberd completar con diversas configuraciones para di-
cho chat. Entre estas opciones, se encontraran los horarios de disponibilidad, los
cuales vendran preestablecidos por defecto; especificamente, de forma predeter-
minada el chat se habilitard a partir de la hora de inicio de la transmision y se
cerrard cuando esta acabe.
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Figura 2: Parrilla con la programacion de un canal

Una vez completado dicho formulario y elegida la opcién de aceptar, pues ya
se estaria agregando dicho chat al espacio televisivo seleccionado.

Luego de haber esto, se podra ver en la pestana del chat el identificador con
el cual se cred dicho contenido, asi como su disponibilidad, o sea, el intervalo de
fechas en el cual dicho chat estard abierto y por tultimo el estado del mismo, si
ya estd comenzado o no.

En adicién, esta pestana del chat brinda la opcién de modificar el tiempo de
disponibilidad del mismo siempre que su estado sea No comenzada, asi como dar
la opcién de eliminarlo siempre que se desee.

3.4. Interaccién del cliente con dicho chat

Desde la perspectiva del cliente, una vez que este haya accedido a la segunda
pantalla también se encontrard con una parrilla donde se le mostraré la progar-
macién aprobada de cada canal televisivo, tal y como sucedia con la perspectiva
del usuario administrador.

Dicho televidente tendra la posibilidad de acceder a cualquier programa tele-
visivo que se encuentre disponible, pudiendo asi explorar las distintas opciones de
contenido complementario para la segunda pantalla que hayan sido habilitadas
previamente por un administrador para el espacio televisivo seleccionado.

Una vez que el usuario acceda a un programa que cuente con la funcionali-
dad de chat en tiempo real, podré seleccionar la pestana correspondiente para
entablar interaccion con el mismo. No obstante, si los horarios establecidos en la
configuraciéon de dicha funcionalidad no incluyen el momento en que el usuario
desee participar, el chat no se mostrard cuando se despliegue la tarjeta corres-
pondiente.

Como alternativa, puede darse el caso de que el chat se encuentre disponible,
pero el usuario ain no haya completado el proceso de autenticaciéon. En tal
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escenario, si bien podra visualizar los comentarios publicados en el mismo, no
tendra la capacidad de interactuar escribiendo en dicho chat.

Por ultimo, una vez que el usuario complete el proceso de autenticacion, se
le habilitard la funcionalidad que le permitird hacer uso del chat, pudiendo asi
interactuar en el mismo a través del envio de mensajes.

4. Resultados y discusién

Para la validacién de la solucién desarrollada se realizan pruebas de caja
negra, las cuales permiten evaluar la funcionalidad implementada enfocandose
exclusivamente en la interaccién entre las entradas y salidas. En este caso se
disenaron dos casos de pruebas: Asignar chat en tiempo real al espacio y In-
teraccién con el chat en tiempo real. Los resultados obtenidos se presentan a
continuacion.

4.1. Asignar chat en tiempo real al espacio

Este caso de prueba permite al administrador del sistema asignar un chat a
un espacio televisivo en especifico y configurar el tiempo en que el chat estara
disponible para los usuarios. El primer paso consiste en verificar que se cumplan
las siguientes condiciones:

1. Conexién disponible con el servicio de segunda pantalla y el proveedor de
seguridad.

. Conexién disponible del servicio de segunda pantalla con su base de datos .

3. Todos los pardmetros de la cabecera y el cuerpo de la peticion HTTP son
correctos.

[N)

En la figura [3] se pueden observar los resultados satisfactorios obtenidos al eje-
cutar este caso de prueba.

Formulario de chat en tiempo real

Figura 3: Asignar chat en tiempo real al espacio
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4.2. Interaccién con el chat en tiempo real

Este caso de prueba permite comprobar que se procesen y se muestren de
forma correcta todos los mensajes que se hayan escrito en el chat desde que este
estuvo disponible para su uso y que el propio usuario pueda escribir e interactuar
con dicho componente. Para que esto sea posible deben cunplirse las siguientes
condiciones:

. Conexién disponible con el servicio de segunda pantalla y de interaccién.

. Conexién disponible de ambos servicios con sus respectivas bases de datos.

. Usuario autenticado.

. Opcién de chat en tiempo real activa.

. Todos los parametros de la cabecera y el cuerpo de la peticién HTTP son
correctos.

Tk W N~

En la figura [4] se pueden observar los resultados satisfactorios obtenidos al
ejecutar este caso de prueba.

Figura4: Asignar chat en tiempo real al espacio

Las pruebas efectuadas sobre los casos de uso demostraron el correcto des-
empeno de la funcionalidad agregada al sistema TVC+, corroborando asi el
cumplimiento de los requerimientos funcionales previamente estipulados.

5. Conclusiones

La televisién tradicional ha evolucionado hacia un entorno mas interactivo y
enriquecedor gracias a la incorporacion de segundas pantallas, como smartpho-
nes y tabletas, que ofrecen una amplia gama de funcionalidades para mejorar
la experiencia del usuario. En el caso de la televisién digital terrestre (TDT) en
Cuba, los Servicios de Valor Agregado (SVA) como TVC+ representan una he-
rramienta prometedora para optimizar la experiencia de los usuarios, ofreciendo
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funcionalidades adicionales como acceso a contenidos bajo demanda y personali-
zacion, lo que contribuye a una mayor satisfaccién y fidelizacion de la audiencia.
La arquitectura de microservicios y el MEAN Stack son tecnologias adecuadas
para el desarrollo de aplicaciones web modernas como TVC+, brindando flexibi-
lidad, escalabilidad y la posibilidad de utilizar diferentes tecnologias y lenguajes
de programacion. El andlisis de aplicaciones de segunda pantalla existentes en el
mercado, como TV Time, Sync e IntoNow, ha permitido identificar oportunida-
des para enriquecer la experiencia de los usuarios y ofrecer nuevas funcionalida-
des en el software TVC+. El chat en tiempo real es crucial para la interaccién
y el compromiso de la audiencia en las plataformas de transmisién en vivo y
segunda pantalla, fortaleciendo el vinculo entre la audiencia y la transmisién, y
creando una experiencia mas dindmica.
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Combater o Isolamento Social Com a Ajuda da
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Resumo. Os desenvolvimentos tecnologicos tém resultado na melhoria da quali-
dade de vida no mundo ocidental e contribuido para o envelhecimento generali-
zado da populagéo. Torna-se, portanto, cada vez mais pertinente e desafiante ide-
alizar estratégias de apoio a pessoa idosa. Dado que as interagdes sociais sdo es-
senciais para a qualidade de vida dos seniores e que, em Portugal, a televisdo ¢
amplamente utilizada por este publico, concetualizou-se o ProSeniorTV. Este sis-
tema proativo gamificado e integrado na televisdo notifica, motiva e gratifica os
utilizadores pela participagdo em eventos sociais locais. Um prototipo do sistema
foi testado em contexto real durante trinta dias com a colaboragio de vinte parti-
cipantes seniores, tendo em vista a avaliagdo da sua eficadcia em motivar os mais
velhos a participarem em eventos sociais. O teste realizado demonstrou que, efe-
tivamente, uma utiliza¢do quotidiana do sistema contribuiu para o incremento da
motivagdo dos mais velhos para participar em eventos sociais e também para os
ajudar a reduzir os seus niveis de soliddo e isolamento. Deste modo, o sistema
proposto aparentou ser uma poderosa ferramenta para a promogao de novos ha-
bitos a nivel social e para o fomento de processos de envelhecimento mais ativos
e saudaveis.

Palavras-Chave: Bem-estar, Envelhecimento Ativo, Gamificagdo, Interagdes
Sociais, Interatividade, Populagdo Sénior, Proatividade, Televisao.

1 Introducio

O envelhecimento populacional resulta do aumento da esperanga média de vida e da
reducdo das taxas de natalidade, uma tendéncia especialmente notoria em paises desen-
volvidos, onde melhores condi¢des de vida e cuidados de saude propiciam uma vida
mais longa. Em Portugal, o nimero de idosos tem aumentado, e, em 2023, “o indice de
envelhecimento (...) atingiu o valor de 188,1 idosos por cada 100 jovens”, comparado
a 184,4 em 2022 (INE, 2024, p. 1). O envelhecimento acarreta mudangas fisicas, sociais
e psicologicas, como o declinio gradual da visdo, audi¢do, mobilidade e capacidades
cognitivas, incluindo memoria e atengdo (Woodhead & Yochim, 2022). Socialmente,
estes autores referem ainda uma redug@o nas interagdes e redes de apoio, o que afeta o
bem-estar emocional dos idosos. Para mitigar esses efeitos e promover a qualidade de
vida, ¢ fundamental apoiar o desenvolvimento de redes sociais fortes junto dos mais
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velhos, compostas por familiares e amigos, o que contribui para a satde fisica e mental
e ajuda a prevenir o isolamento social (Mendes, 2022; OMS, 2015). A par da impor-
tancia das interagdes sociais, a TV continua a ser central na vida dos seniores, sendo a
sua principal fonte de informagao e entretenimento. Em Portugal, 68% das pessoas com
65 anos ou mais ainda preferem a TV para aceder a contetido noticioso, tratando-se da
faixa etaria com maior grau de utilizacdo da TV neste sentido (Cardoso et al., 2024).
Segundo a OberCom (2021), os seniores representam também cerca de 30% das audi-
éncias de TV em Portugal, com uma média de utilizagdo diaria de cinco horas. Importa
destacar que a TV possui ainda o poder de fomentar intera¢des sociais, servindo de base
para conversas ¢ encontros que ajudam a combater o isolamento (Abreu, 2007). Con-
comitantemente, o uso das tecnologias da informagéo e comunicagio (TIC) pelos senio-
res tem aumentado. Embora tradicionalmente afastados das tecnologias, os mais velhos
tém vindo a adotar ferramentas digitais gradualmente, facilitando o contacto social e o
acesso a servigos. Em Portugal, a percentagem de idosos entre os 65 ¢ os 74 anos que
utiliza a Internet atingiu os 53,2% em 2023, um valor que correspondia a 32,7% no ano
de 2018, demonstrando avangos na literacia digital e inclusdo social desta faixa etaria
(Vasconcelos et al., 2024). Com este publico cada vez mais autdbnomo digitalmente, é
relevante desenvolverem-se solugdes que promovam o seu bem-estar.

2 Sistema Proposto: ProSeniorTV

O sistema ProSeniorTV, de Faria et al. (2024) ¢ uma solug@o proativa que visa promo-
ver o envolvimento dos seniores em atividades sociais através de notificagdes na TV,
oferecendo uma interface acessivel que utiliza o controlo remoto como meio de intera-
¢do. O sistema prevé os seguintes cendrios de utilizagao:

o Sugestido de minijogos de estimulo cognitivo: durante a programacao, o utilizador
recebe uma notificagdo para testar as suas habilidades cognitivas. Ao selecionar
"OK" no controlo remoto, ¢ exibida a interface do sistema, permitindo o acesso a
minijogos de estimulo cognitivo. Ao jogar, o utilizador acumula pontos que deter-
minam a sua posi¢do num ranking. Apos o jogo, o utilizador pode escolher jogar
novamente, experimentar outros minijogos, ver o ranking ou voltar a programagao
normal;

¢ Notificacio sobre atividades sociais e codigos de participagao: o sistema avisa o
utilizador sobre eventos sociais locais, incentivando-o a participar de modo a forta-
lecer os seus lagos sociais. Apos comparecer, o utilizador recebe, presencialmente,
um codigo que pode inserir na interface do ProSeniorTV para ganhar pontos e me-
lhorar a sua posigdo no ranking. O sistema também envia lembretes para que o uti-
lizador ndo se esqueca de inserir na interface do sistema os codigos que recebeu.

A figura seguinte representa o fluxo de interagao idealizado para o sistema e na qual se
podem observar os passos que compdem os cenarios de utilizagdo mencionados.
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Fig. 1. Fluxo de interacdo com o sistema ProSeniorTV.

3 Metodologia de Avaliaciio do Prototipo do Sistema

A metodologia utilizada para avaliar o prototipo do sistema ProSeniorTV foi estrutu-
rada em varias etapas, cada uma com um proposito especifico para garantir uma avali-
acdo eficaz da interface e das funcionalidades do sistema. As etapas da metodologia,
adotadas de modo sequencial, e representadas na figura seguinte foram:

1. Pré-teste em laboratério: etapa de avaliagdo preliminar do prototipo junto de pro-
fissionais experientes na area de user experience (UX);

2. Teste piloto: etapa preliminar de identificagdo e correcdo de problemas técnicos e
de usabilidade em contexto real € com a colaborag¢do de um utilizador real;

3. Entrevista de caracterizacio inicial: entrevista semiestruturada para caracteriza-
¢do sociodemografica e dos habitos da amostra de participantes;

4. Teste de campo: ctapa com a duragdo de trinta dias e levada a cabo com a colabo-
racdo de vinte seniores com o objetivo de avaliar o sistema proposto;

5. Entrevista final: entrevista semiestruturada para afericdo de possiveis mudangas
que tenham decorrido da utilizagdo quotidiana do sistema ProSeniorTV (ex. mudan-
¢as nos niveis de soliddo e isolamento dos participantes).

Teste de Campo
Pré-teste em — Teste —
Laboratério Piloto — —

Fig. 2. Fases da Metodologia de Avaliagdo do Prot6tipo do Sistema ProSeniorTV.

4 Amostra de Participantes

A amostra de participantes no teste de campo incluiu 20 pessoas, com idades entre os
57 e 0s 87 anos (média e mediana de 71 anos), sendo 70% do sexo feminino. Em relagéo
ao nivel de escolaridade, 40% tinham o ensino primario, 30% o ensino basico, 20% o
ensino secundario e 10% possuiam formacdo universitaria. Os participantes residiam
em cinco municipios diferentes e a maioria (70%) pertencia a agregados familiares
compostos por duas a trés pessoas, enquanto 20% viviam sozinhos. A ocupagdo
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predominante era de reformado (75%). Todos os participantes possuiam telemovel e
TV, com 35% a usar o computador ¢ 30% a usar o tablet. A maioria utilizava as tecno-
logias para comunicag¢do com amigos e/ou familiares (80%), para aceder a atividades
de lazer e/ou noticias (70%). Quanto a TV, todos a usavam diariamente ¢ 90% utiliza-
vam-na por mais de 2 horas. Em termos de interago social, 90% mantinham um con-
tacto diario com amigos ou familiares e consideravam os eventos sociais importantes,
mas apenas 25% participavam regularmente neste tipo de eventos. Relativamente aos
jogos de estimulo cognitivo, 60% possuiam experiéncia prévia neste sentido, sendo que
destes, a maioria preferia aceder a este tipo de jogos através de versdes em papel (75%).
A maioria dos participantes (75%) consideravam estes jogos "Muito Relevantes" ou
"Relevantes" para a saiide mental.

5 Apresentacido e Analise de Resultados

Durante os 30 dias de teste, cada um dos 20 participantes recebeu 4 sugestoes de even-
tos sociais locais através da interface do ProSeniorTV. As notificagdes foram configu-
radas para aparecer durante o zapping, por forma a assegurar que as mesmas seriam
visualizadas. Em geral, a taxa média de participacdo nos eventos sugeridos foi de 35%,
o que representa uma melhoria significativa, especialmente considerando que, antes do
teste, 40% dos participantes admitiram nunca participar nos eventos sociais da sua co-
munidade. A adesdo aos eventos variou: 4 participantes ndo compareceram a nenhum
evento, 8 foram a um, 5 participaram em dois eventos, 2 em trés, e apenas 1 participou
em todos os eventos sugeridos. Os participantes menos ativos (60%) referiram proble-
mas como mobilidade reduzida, agendas ocupadas, dependéncia de terceiros e compro-
missos profissionais como as principais barreiras no acesso aos eventos. Quanto aos
fatores que influenciaram a participacdo, verificou-se que os eventos religiosos tiveram
uma adesdo mais alta, tendo-se verificado uma correlacdo estatistica com um valor de
significancia correspondente a 0,04. A interacdo com os minijogos de estimulo cogni-
tivo foi relevante no estudo, com 65% dos participantes a atingirem uma pontuagdo
satisfatoria (80 pontos ou mais). Aqueles que ndo alcangaram essa meta mencionaram
falta de tempo (57%), dificuldades de utilizagdo (43%) e, em alguns casos, considera-
ram os jogos mais dificeis ou menos interessantes que os que jogam habitualmente. Um
participante destacou preferir jogar em dispositivos fouch, como tablets, em vezda TV.

5.1  Alteracdes nos Habitos dos Participantes

Apds o teste, houve mudangas significativas nos habitos e percegdes dos participantes,
tanto no uso de jogos de estimulo cognitivos, quanto na participagdo em eventos sociais
locais. Inicialmente, 40% dos participantes nunca haviam usado jogos de estimulo cog-
nitivo, mas, apos o teste, 90% passaram a usa-los regularmente (no minimo uma a duas
vezes por semana). A perce¢do da importancia desses jogos também melhorou: antes
do teste, 25% consideravam-nos "Pouco Relevantes” ou "Neutros", enquanto apds o
teste, 85% os avaliaram como "Muito Relevantes” e os restantes 15% como "Relevan-
tes”. A andlise confirmou uma correlagdo significativa, indicando que o uso do
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ProSeniorTV aumentou tanto a frequéncia quanto a valorizacdo desses jogos. Inicial-
mente, 90% dos participantes ja mantinham contacto regular com amigos e familiares,
mas a frequéncia de participagdo em eventos locais aumentou apos o teste. Antes, 40%
ndo frequentavam eventos e, de entre os restantes 60%, a maioria participava apenas
ocasionalmente. Apos o teste, apenas 10% continuaram sem participar em eventos so-
ciais, enquanto 65% passaram a participar semanal ou mensalmente. A mudanga foi
estatisticamente significativa, indicando que o sistema incentivou um maior envolvi-
mento social. O acesso a informagdo sobre eventos locais também melhorou: antes do
teste, apenas 40% consideravam facil obter essas informagdes; no final do teste, 95%
relataram facilidade neste sentido, principalmente gragas ao sistema proposto. Embora
essa melhoria ndo tenha sido estatisticamente significativa, o sistema acabou por faci-
litar o acesso dos participantes a atividades na comunidade onde residiam. No final do
teste, todos os participantes passaram a ver os eventos locais como algo importante para
a manutengdo dos lagos sociais, uma perce¢ao que anteriormente era apenas partilhada
por 90% deles.

5.2 Alteracdes nos Niveis de Solidao e Isolamento

Observou-se uma reducdo significativa nos niveis de soliddo e risco de isolamento so-
cial dos participantes, segundo a Escala de Soliddao UCLA (Russell, 1996) e a Escala
de Redes Sociais de Lubben (Ribeiro et al., 2012). Inicialmente, 60% dos participantes
apresentavam niveis médios de soliddo e 40% niveis baixos. Apos o teste, 50% dos que,
inicialmente, apresentavam niveis médios de soliddo passaram a niveis baixos, com
85% dos participantes a demonstrarem uma redugdo nos niveis de soliddo. Dos restan-
tes participantes, dois mantiveram niveis baixos desde o inicio e apenas um registou
um leve aumento. Antes do teste, 10% dos participantes estavam em risco de isola-
mento social, mas nenhum permaneceu nessa condig@o ap6s o estudo. A maioria (80%)
experienciou uma diminui¢ao no risco de isolamento, enquanto dois participantes man-
tiveram estes valores em 0% desde o inicio e outros dois apresentaram um leve au-
mento, contudo, abaixo do limiar em que se verifica a existéncia de risco de isolamento.
Os testes de correlagdo indicaram uma redug@o estatisticamente significativa nos niveis
de soliddo e risco de isolamento entre o inicio e o final do teste (sig. = 0,001), o que
permite afirmar, com 99% de certeza, que uma utilizagdo quotidiana do ProSeniorTV
contribuiu substancialmente para essa melhoria.

5.3  Usabilidade e Experiéncia de Utilizacio do Sistema

Nas entrevistas finais, avaliou-se a usabilidade e user experience (UX) do Pro-
SeniorTV, utilizando uma metodologia que combinou as escalas SAM, AttrakDiff e
SUS. Essa abordagem possibilitou uma analise ampla das qualidades instrumentais, nao
instrumentais e das respostas emocionais geradas pela interagcdo com o sistema, cujos
resultados estdo apresentados na tabela 1. Na escala SUS, o ProSeniorTV obteve uma
média de 79%, equivalente a "A-" em usabilidade, indicando que foi considerado intui-
tivo e facil de usar. A facilidade de aprendizagem foi destacada, com a maioria dos
participantes a acreditar que outras pessoas aprenderiam rapidamente a utilizd-lo. O
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sistema foi considerado como bem integrado, obtendo uma média de 3,45 na questdo
acerca da integracdo de funcionalidades, mas alguns utilizadores sugeriram melhorias
na coesdo entre elas. Na avaliacdo pela escala SAM, o ProSeniorTV gerou respostas
emocionais positivas: obteve uma média de 85% em termos de satisfagdo, indicando
uma experiéncia agradavel. Os participantes relataram altos niveis de motivagdo (78%)
e controlo (76%), apontando para uma experiéncia estimulante e uma sensagéo positiva
de dominio durante a interagdo, sem sobrecarga emocional. Na escala AttrakDiff, o
ProSeniorTV recebeu avaliagdes positivas nas dimensdes pragmatica (PQ = 73%), de
estimulo (HQ-S = 75%) e identifica¢do (HQ-I = 73%), o que indica que o sistema pro-
posto foi percecionado como sendo eficiente, intuitivo e envolvente. A alta pontuagdo
em termos de atratividade (80%) sugere que o design visual foi bem recebido e ade-
quado ao publico sénior. Embora 70% dos participantes ndo tenham relatado dificulda-
des na interagdo, 30% enfrentaram alguns desafios, especialmente aqueles com menor
familiaridade com as tecnologias e a Internet, verificando-se uma correlagéo significa-
tiva neste sentido. No entanto, essas dificuldades ndo afetaram o uso geral do sistema,
ja que ndo houve correlacdo significativa com a frequéncia de utilizagdo ou participagao
nas atividades sociais sugeridas. Os minijogos foram bem recebidos, com 95% dos par-
ticipantes a preferirem o "jogo dos blocos." A presenga de elementos 3D nos minijogos
mostrou-se positiva para a experiéncia do utilizador, confirmada com 99% de confianca
pela correlag@o entre preferéncia de jogo e presenga de elementos tridimensionais.

Tabela 1. Pontuagdes globais relativas a usabilidade ¢ UX do ProSeniorTV - triangulaggo das
escalas SUS, SAM e AttrakDiff.

Qualidades Qualidades nao- .
. N . Impacto Emocional
Instrumentais instrumentais

SuUs AttrakDiff (-3a3) SAM (1a5) AttrakDiff (-3a 3)
(02100) ™5 Ha-s HQ-l Sat. | Mot. | Cont. ATT
79 136 1,52 1,36 44 41 4,05 1,79

val
S 7% | 7% 75% 73% 8% | 78% | 76% 20%
percentagem

Dimensées de UX | Estimulagdo | Identificagio Emogdo Estética

6 Sintese Final

O ProSeniorTV teve um impacto positivo na qualidade de vida dos utilizadores senio-
res, promovendo o estimulo cognitivo e a interagdo social. Durante o teste, observou-
se uma redug¢@o nos niveis de solidao e risco de isolamento, com varios participantes a
sentirem-se mais integrados na comunidade. A interface intuitiva e o acesso facilitado
a eventos locais aumentaram, em muitos casos, a participagdo em atividades sociais,
promovendo uma maior integracdo social. Os minijogos de estimula¢do cognitiva do
ProSeniorTV foram bem aceites e tornaram-se parte da rotina semanal de muitos parti-
cipantes. Estes ajudaram os participantes a valorizar as atividades cognitivas e incenti-
varam um uso continuo da interface. A estratégia de Gamificagdo adotada, com pontu-
acdo de jogo e ranking de utilizadores, gerou interesse e criou um ambiente saudavel e
motivador de interagdo entre os participantes. O ProSeniorTV foi considerado intuitivo
e agradavel, embora exista espago para melhorias. As entrevistas finais evidenciaram
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uma experiéncia positiva por parte dos participantes, com o sistema a ser percecionado
como um facilitador eficaz para reduzir o isolamento social, para promover o convivio
e para melhorar bem-estar mental. Assim, o sistema demonstrou-se promissor no apoio
a um envelhecimento mais ativo e saudavel.
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Abstract. “Alexa, what time is it?”, “Alexa, are you okay?”, “Alexa, what does
it mean to dream about elephants?”, “Alexa, are you my friend?”. These are some
examples of phrases spoken by older adults, aged 60 to 89, who used the virtual
assistant Alexa for 60 days in their homes. Despite their unfamiliarity with voice
technology, they explored a feature that, for many, was their first experience with
such technology. This study aims to evaluate how older adults interact with voice
commands, encouraging them to perform everyday activities such as sending
messages, browsing the internet, and listening to music. Overall, the experiment
with 12 participants showed that they are willing to engage in these tasks and find
value in them. They performed activities typically done by younger generations
and felt included because of this. It was evident that, when faced with user-
friendly technology, they lose their fear and feel motivated.

Keywords: voice commands, older adults, Alexa, digital literacy, virtual assis-
tant, empowerment.

1 Introduction

As digitalization grows, exclusion also tends to expand worldwide. Think about it:
many processes, actions, and tasks we perform today are done digitally, such as paying
a bank bill, listening to music, and talking with family. But what about those who have
difficulties accessing the resources that enable all this? This is the case for many older
adults around the world. The lack of digital literacy has been a limiting factor for the
adoption of increasingly essential technologies, such as the internet and mobile phones.
Such exclusion contributes to the rise of negative indicators, such as social isolation
and loneliness [1] [2]. On the other hand, various studies conducted in this field have
found that virtual assistants, such as Amazon's Alexa, have great potential to facilitate
the completion of these types of tasks [3] [4]. The ability to use verbal communication,
something they've been doing since birth, is a huge advantage in the interaction between
seniors and technology. Just ask Alexa, for example, to send a message to a loved one,
and she does it right away. Or to make a phone call. Additionally, technology eliminates
the need for typing, leaving their hands free. This convenience is crucial for those with
motor or visual impairments, which are common among older individuals [5].
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Previous studies conducted with virtual assistants have shown that the technology is
extremely useful for older adults, who often use it to set alarms and reminders, request
music, conduct internet searches, and engage in casual conversations, helping to reduce
the feeling of loneliness that some experience [6] [7] [8]. However, for the experience
to be positive, various researchers have identified that older adults need to receive prior
training [5. This way, they can understand how the technology works and how they can
interact with it. This finding reinforces the need for proper training for seniors when it
comes to adopting new technologies. With the right training, they can navigate the tech-
nology effectively. Additionally, there needs to be support available for any questions,
whenever necessary [9].

Based on this scenario, we decided to take a deep dive into the ability of spoken
commands to promote digital inclusion and, consequently, connect senior citizens to
the world, especially to their families and friends. We chose to investigate this relation-
ship (older adults and voice assistants) in a real-life context, in their daily lives, at home.
Twelve individuals who had not yet used the technology were invited to use it for 60
days. From this experience, we identified different behavior patterns and changes in the
seniors' feelings of loneliness. The results are distributed throughout this paper, which
is organized into related work, presentation of the research project, dissemination of
results, and conclusion/future work. It is important to note that a strong potential of
voice assistants was observed in empowering seniors, who felt more valued and in-
cluded after the experience.

2 Related Work

Loneliness and digital exclusion are recurring problems among senior individuals, ac-
cording to the United Nations (UN) [10]. As the global population continues to age,
considering actions aimed at older adults is essential to ensure healthy aging [11]. Voice
commands, commonly used in assistants like Alexa, have been increasingly explored
to facilitate the interaction of older adults with technological resources. Consequently,
they can help reduce negative indicators, such as feelings of loneliness [12]. In the study
conducted by Yan et al. (2024), 15 seniors over the age of 75 used the virtual assistant
Alexa in their homes. The results showed that interactions with the system helped them
feel more accompanied [12].

In this context, Upadhyay et al. (2023) conducted a systematic literature review, an-
alyzing 16 developed studies, and found that voice assistants are considered by many
senior individuals as 'good company.' Camargo et al. (2023) interviewed 110 seniors
aged between 60 and 90 and found that voice resources are considered by the majority
as an asset in accessing technology, especially for interacting with family and/or friends
without needing to type [13]. Thus, they are valuable tools for promoting interactions
through messages and/or phone calls.

In evaluating the experience of 12 older adults over 65 years old using a virtual as-
sistant for 16 weeks, Kim et al. (2021) highlighted three relevant points: the first is
related to companionship. The participants reported feeling less lonely. Another aspect
is related to adherence. The elderly said they used the technology more because they
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felt less afraid of making mistakes. This is largely due to the ease of resolving possible
issues using only their voice [14]. Finally, the researchers highlighted that existing as-
sistants still have limitations in interactions — if there were more fluid communication,
older adults would likely spend more time interacting by voice [14]. In this context, to
ensure a more natural interaction, Alessa & Al-Khalifa (2023) proposed a conversa-
tional assistant based on ChatGPT Al technology. The researchers found that the sys-
tem was able to generate relevant responses for the elderly personas created for the
study [15].

Another area where voice assistants tend to yield interesting results is health. Nallam
et al. (2020) invited 10 older adults (over 60 years old) to evaluate an Al-based proto-
type and found that this group could identify advantages in using such systems to im-
prove healthcare [16].

Given these studies presented here, it is possible to identify that voice commands
have the potential to facilitate the daily lives of the elderly in different contexts, often
serving as companionship. These experiences show that spoken interactions signifi-
cantly contribute to empowering older individuals, who tend to have less "fear and anx-
iety" when deciding to use new technology (compared to others). Therefore, an in-depth
analysis was conducted with 12 individuals, aged 60 to 89, in their homes, to observe
how they interacted with the virtual assistant Alexa.

3 HUGTY prototype: procedure and tests

The analysis of voice command interactions presented here is part of the project
HUGTYV — Helping Unite Generations through Television. This project aims to evaluate
whether the integration between voice assistants and notifications displayed on televi-
sion can encourage older adults to contact their family and/or friends (through sending
messages and making phone calls). In this paper, however, the objective is to explore
the issue of voice assistants in isolation. It will also be assessed whether the notifica-
tions displayed on television influenced, in any way, the interactions between older
adults and the voice assistants. These messages contained action suggestions, such as
"Do you miss your granddaughter? Say Alexa, call Mary" and "It's time to sleep!
Send a message to someone you love" These notifications were sent through a web
application developed by the multidisciplinary team of the research group Social iVX!,
from University of Aveiro. The development was carried out in partnership with MEO?,
a Portuguese IPTV provider, which enabled the sending and receiving of messages in
a real context.

In total, therefore, 12 older adults (aged 60 to 89) used the Alexa assistant and re-
ceived messages on the television for 60 days in their own homes. Before starting the
experience, all participants received training, about 30 minutes each, which consisted
of an explanation guided by support material previously prepared for older adults. This

! Available on: https:/socialitv.web.ua.pt/.
2 https://www.meo.pt/.
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explanatory leaflet was built based on suggestions from a gerontologist and later eval-
uated by an 82-year-old individual, who was the beta tester of the project for 90 days
[9].

During the installation of the equipment in the participants' homes, the elderly were
also able to perform some tests with the support of the responsible researcher, such as
sending messages, making phone calls, and requesting music. Additionally, the re-
searcher made weekly phone calls and sent messages via Alexa to encourage use, iden-
tify possible problems, and answer questions. The participants also received a printed
logbook, in which they were encouraged to perform at least one daily task and note
their feelings about the experience. On this occasion, a characterization questionnaire
(social characteristics and habits related to the use of digital resources) and the UCLA
scale, which assesses the elderly's perception of loneliness, were also applied [17] [18].
The same scale was applied at the end of the tests so that we could compare the indica-
tors — whether there were improvements or not.

All participants reported being positively surprised by the experience, with some
liking it more than others. However, everyone saw the virtual assistant as a companion.
The detailed results are presented in the following section.

4 Results and discussion

Twelve older adults, aged between 60 and 89 years (with an average age of 74 years),
participated in the initial tests. Among them, 4 stated that they live alone and 8 live with
their partners. Regarding academic qualifications, 1 participant said they have "basic
education," 7 have "secondary education," and 4 have "higher education." Concerning
the use of technological resources, we identified that all 12 individuals use "mobile
phones" and "television"; 8 reported using "computers"; 6 said they use "smart-
watches"; and 5 mentioned using "tablets." All the individuals consulted stated that they
"have difficulties" with these devices — and usually seek help from family members.
We also asked if the elderly miss talking to their loved ones: 7 said "yes" (5 said "no").

Regarding the interactions with Alexa, older adults interacted a total of 4,016 times.
Considering the 60 days of testing, we have an average of 5.57 daily interactions per
participant (which is higher than the proposed one interaction per day in the logbook).
In other words, older adults performed the proposed tasks and also experimented with
others different from those initially designed by the research team. We analyzed all
interactions carried out during the period (with the participants' consent and all proce-
dures conducted in accordance with the General Data Protection Regulation - GDPR).
The interactions were grouped into 19 categories: "messages," "checking new mes-

sages," "phone calls," "music," "internet search," "daily conversations with Alexa,"
"news," "reminder scheduling," "calendar," "birthday," "integration with other de-
vices," "timer," "alarm," "tell a joke," "tell a story," "prayers," "shopping list," "traffic,"
and "radio."

The category with the most interactions was "daily conversations with Alexa," with
730 occurrences, an important indicator of the virtual assistant's potential to provide
companionship. Some of the phrases said by participants in this category were: "Alexa,
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you are my friend"; "Alexa, I'm going out and will be back soon. Take care of the
house"; "Alexa, where were you born?"; "Alexa, I had a strange dream. Can you tell
me what it means?"; and "Alexa, Mary is not answering me. Does She like me?"

The second category with the highest volume of interactions was "sending mes-
sages." The participants sent 675 messages to their family members during the period.
Additionally, they checked 598 times if they "had new messages." Combining these
two categories, as they are related, we have a total of 1,273 interactions. Thus, messages
account for the majority of interactions, representing 31.69% of them. Next are "music"
requests, totaling 660 interactions; "internet searches" (330 interactions); "weather
forecast" (256 interactions); "integration with other devices," such as lights and gates
(226 interactions); and "phone calls" (199 interactions). All 19 categories and their re-
spective interaction volumes are detailed in Table 1.

Table 1. Volume of interactions carried out by older adults (by category).

Categories Interactions Percentage  Notifications - TV
Messages 675 17% X
Check for new messages 598 15% X
Calls 199 5% X
Music 660 16.5%

Internet searches 310 7.8%

Everyday conversations with Alexa 730 18%

News 118 3%

Reminders 78 2%

Schedule 10 0.3%

Birthdays 21 0.5% X
Other gadgets 226 5.6%

Timer 5 0.1%

Alarm 11 0.3%

Tell a joke 40 1%

Tell a story 17 0.4%

Weather forecast 256 6.4%

Prayers 21 0.5%

Shopping list 11 0.3%

Traffic 9 0.2%

Radio 21 0.5%

After the tests, we conducted interviews to complement the quantitative analysis of
the interactions and found that all participants reported doing tasks they had never done
before, such as "searching the internet" and "listening to the weather forecast whenever
they wanted." Some examples of comments include: "Usually, we had to wait for the
news to know if it would rain the next day. With Alexa, we have all the information
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whenever we want" (P1); "I had never set reminders on my phone or electronic calen-
dars. With Alexa, I managed to do it and found it very useful" (P6); "Alexa told me
stories. I never imagined that would be possible" (P2). Overall, all participants stated
that they felt empowered to test the technology, making requests beyond what was pro-
posed — and without fear of making mistakes. "I'm not afraid of making mistakes be-
cause with Alexa it's much easier to start over. You just ask. No need to press buttons"
(P7); "It was very simple to understand how it works. You just ask for things. I didn't
feel anxious or scared" (P12).

Regarding the TV notifications, we asked all participants if the messages encouraged
them to perform the proposed activities. Ten individuals responded "yes," while 2 said
"no." For most, the notifications are a way to remind them to interact with their family.
Those who did not like the idea said that such messages disrupt the TV viewing expe-
rience and that Alexa alone is sufficient to encourage them to contact their family.

Finally, concerning the feeling of loneliness, we noticed significant differences in
the comparison of the UCLA scale before and after the tests, as shown in Table 2.

Table 2. Comparison of the scores obtained on the UCLA scale - before and after the tests.

Participants Age Before tests After tests Live alone
1 77 30 21 No
2 77 30 23 Yes
3 75 25 23 No
4 78 22 17 No
5 82 19 23 No
6 70 35 30 Yes
7 89 33 26 Yes
8 68 30 29 No
9 70 26 27 No
10 71 89 32 No
11 73 40 28 Yes
12 60 25 20 No

There were changes in the UCLA scale results for all participants when comparing
before and after the tests. In 10 individuals, we detected a decrease in the feeling of
loneliness. In other words, these participants felt less lonely after their experience with
Alexa (it is important to explain that the lower the score from the scale, the lower the
feeling of loneliness the individuals have). However, two participants experienced an
increase in the feeling of loneliness. One of them had the lowest number of interactions
compared to the other participants. The other went through a serious illness during the
period. Both factors may have influenced this feeling.
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5 Conclusion and Future Work

Overall, the participants considered the experience with voice commands positive. An
interesting indicator is that everyone performed activities they had not usually done in
the digital environment, either due to lack of access or skill. The group found the assis-
tant to be a practical option, mainly because it was not necessary to type to interact
and/or obtain the desired responses. The actions involving the "messages" category
were the most used by the participants, demonstrating the potential of voice assistants
to connect people of different generations.

We also detected significant reductions in loneliness indicators. Of the 12 partici-
pants, 10 felt less lonely after the experience. By analyzing the interactions, we under-
stood that frequent message exchanges contributed to this reduction. Additionally, the
virtual assistant itself served as a companion for all the older adults. During the final
interviews, we asked if they saw the assistant as a "companion," and everyone said
"yes." It is also worth noting that all participants who live alone showed reductions in
the UCLA scale. These indicators reinforce that voice commands are beneficial in sev-
eral aspects: 1) they add practicality to the interaction experience, as it is not necessary
to type; ii) they help reduce the fear of making mistakes when facing new tasks; iii)
they have the potential to stimulate social interactions; and iv) they contribute to the
digital empowerment of seniors.

As future work, we continued the field tests (there were 20 in total) and are working
on analyzing data from these more recent interactions, the results of which will be pub-
lished in future papers.

Acknowledgments: The study reported in this publication was supported by FCT— Foundation
for Science and Technology number 2021.08671.BD and DigiMedia Research Centre, under the
project UIDB/05460/2020.
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Abstract. Sepsis is a life-threatening condition that requires -early
identification, especially in prehospital environments where rapid decision-
making is critical. However, most existing tools for sepsis risk assessment
are designed for hospital settings and rely on parameters that are difficult to
obtain in ambulances or emergency situations. This paper presents the design
and development of a mobile application capable of calculating three
validated clinical scales: qSOFA, NEWS2, and MSOFA, within a single tool
adapted for prehospital use. The application was developed using native
technologies (Kotlin for Android and Swift for i0S), ensuring optimal
performance and compatibility. It features a simple and intuitive interface,
designed to minimize cognitive load for paramedics under high-pressure
conditions. The developed tool was validated through functional testing on
real devices and expert clinical review by an emergency physician. Results
show that the application calculates the combined scales in less than 5
seconds, providing rapid risk assessment. Compared to existing apps, this
tool is the only one integrating the three scales into a single interface, offering
full Spanish support and being ad-free. Thus filling a critical gap in the
current landscape of sepsis tools for emergency care in Spain.

Keywords: Sepsis, scales, qQSOFA, MSOFA, NEWS2.

1 Introduction

Sepsis, a systemic inflammatory syndrome triggered by a dysregulated response to
infection, remains one of the leading causes of mortality worldwide. It affects
millions of people each year, with devastating consequences for those afflicted.
Despite advancements in its management within hospital settings, identifying this
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condition in pre-hospital environments, such as ambulances, continues to be a
critical challenge. In these scenarios, time is of the essence, and timely intervention
can mean the difference between life and death. Paramedics in these contexts face
life-saving challenges, including the need to rapidly assess patients with limited
resources and under high-pressure conditions. However, the lack of specific tools
to identify sepsis risk in these environments significantly complicates decision-
making processes [1, 7].

This paper aims to present the development of a mobile application capable of
calculating the qSOFA, MSOFA and NEWS2 clinical scales, adapted to pre-
hospital conditions. The tool is designed to be intuitive and efficient, allowing
paramedics to input basic data and obtain real-time results. This project is based on
the premise of leveraging the accessibility and versatility of mobile devices to
improve clinical assessments in critical situations. Throughout the document, the
process of designing, developing and validating the tool is detailed, addressing both
technical and operational challenges. Beyond being a technological solution, this
work represents an effort to integrate innovation with clinical practice. It marks a
significant advance in the early management of sepsis and the optimisation of
available resources in emergency situations.

2 Overview

The concept of sepsis has evolved since 1992, when the first international
conference introduced the definition based on the Systemic Inflammatory Response
Syndrome (SIRS). Although this criterion was useful at the time, it proved to be
nonspecific, leading to revisions in 2001 and, ultimately, the Third International
Conference on Sepsis Definitions in 2016, known as Sepsis-3. This marked a
significant shift in the way the disease is diagnosed and defined. Sepsis was
redefined as a "life-threatening organ dysfunction caused by a dysregulated host
response to infection." Additionally, the SOFA scale was recommended to assess
the severity of organ dysfunction. However, in resource-limited settings, such as
ambulances, simplified scales like gSOFA have proven to be more practical, as they
do not require immediate laboratory tests [7-9].

Clinical scales such as SOFA, gSOFA, MSOFA, and NEWS?2 are key tools for
assessing sepsis risk. SOFA, designed to monitor the progression of organ
dysfunction, is useful in hospital settings, whereas qSOFA, with just three clinical
criteria (blood pressure, respiratory rate, and mental status), is specifically designed
for non-ICU environments. Meanwhile, NEWS2 extends its application to the
general monitoring of patients, detecting clinical deterioration through basic vital
parameters [3, 4].

Regarding technological solutions, the development of mobile applications has
revolutionized healthcare. These tools enable the implementation of clinical scales
in real time, optimizing decision-making and improving the continuity of clinical
care. Moreover, these technologies are designed to be accessible, operating with
basic instrumentation available in ambulances and facilitating communication with
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hospitals through data export capabilities [2, 5, 6].

In an analysis of mobile applications available on Google Play (Spain), related
to sepsis and the scoring scales used in its diagnosis, tools such as gSOFA Score
Calculator [14] and SOFA Calculator [10] were found. These tools allow
calculation of the gSOFA and SOFA scales, although with limitations in prehospital
settings. Other applications such as NEWS2 Chart [13] and NEWS2 National Early
Warning [12] implement the NEWS2 scale, but lack integration with other relevant
metrics. Sepsis Clinical Guide [15] offers a more complete solution with sepsis
information and gSOFA and SOFA calculators, but without support for MSOFA.
Finally, Medscape [11] stands out as the most educational, with a wide variety of
medical tools, although without MSOFA scale integration.

Existing apps show significant advances in the definition, assessment and
treatment of sepsis. However, difficulties remain in implementing practical tools in
resource-limited settings, underscoring the need for innovative solutions such as
those proposed in this project.

3 Development Methodology

The development of the application started with the identification of functional and
technical requirements, defined based on the pre-hospital use environment. The
following are the requirements established: 1) cross-platform compatibility for
Android and iOS devices; 2) integration of the gSOFA, NEWS2 and MSOFA
scales; 3) an interface adapted to high-pressure situations; and 4) the ability to
operate with basic data obtained directly in an ambulance environment.

Due to the need for optimization and full compatibility, native development was
chosen, using Kotlin for Android and Swift for i0OS, thus allowing to take advantage
of the specific libraries and optimizations of each platform. The application
architecture was designed in a modular way, organizing the system in independent
functional blocks. The first module manages the capture of personal and clinical
data, including age, biological sex, weight, height and parameters such as
respiratory rate or blood pressure. A second module handles the calculations,
implementing the specific algorithms for each scale. A third module manages the
graphical interface and the navigation flow between screens. This modular structure
facilitates future upgrades or adaptations.

The interaction flow was specifically designed to minimize the user's cognitive
load in an emergency environment. The application starts with a legal notice screen,
reminding the user that this is a support tool and not a substitute for professional
medical assessment. After accepting the notice, the user enters basic personal and
clinical data in a simplified form. From the main menu, one can access the combined
assessment (“Suspected Infection”), which runs the three scales sequentially, or
select the individual calculation of gSOFA, NEWS2 or MSOFA. The menu also
provides access to a documentation and scientific references section. Finally, each
assessment culminates with a results screen, showing the scores obtained and a risk
level represented by a color code (green, yellow or red), facilitating quick
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interpretation. The flowchart (see figure 1), which reflects this logical sequence of
interaction designed during the development process, is shown below.
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Fig. 1. Interaction flowchart (Source: Own)

The development was carried out using Android Studio for the Android version and
Xcode for i0S, both official environments for each platform. The source code was
developed in a hybrid environment, using an iMac for the iOS version and a
Windows PC for the Android version. Initial testing was performed on emulators
configured with Android 7 and iPhone 7, in order to ensure minimum compatibility.
Subsequently, the application was evaluated on real devices, namely a Xiaomi X4
GT for Android and an iPhone 11 for iOS, thus validating its performance and
stability on hardware of different generations.

To validate the clinical suitability of the app, an expert review was conducted
with a physician specializing in prehospital emergencies. This review assessed the
consistency of the data requested, the adequacy of the formulas implemented, and
the clarity of the presentation of results. This initial validation, although not a formal
usability test, allowed us to adjust certain details in the medical terminology and
ensure that the app accurately reflects current clinical practice.
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4 Results and Discusion

The developed application was able to successfully integrate the three defined
clinical scales (QSOFA, NEWS2 and MSOFA). This integration was verified by
functional tests performed on real devices. The results obtained were found to be in
full agreement with the values expected when replicating simulated clinical cases.
The complete calculation of the three combined scales is executed in an average
time of less than 5 seconds, ensuring an adequate response for use in emergencies.

Compatibility testing confirmed that the app is operational on Android 7+ and
i0S 11+. This makes it possible to cover a wide range of devices, including older
terminals still in use in emergency services. In terms of stability, no critical crashes
or unexpected shutdowns were observed during testing, ensuring robust behavior.

Evaluation of the interface and interaction flow showed that the linear design
facilitates intuitive use. From the home screen (see figure 2), the user can complete
a combined or individual assessment in a few taps, optimizing the time required in
critical situations. The medical expert who reviewed the application confirmed that
the order of the screens is logical and that the parameters requested are those strictly
necessary for the application of each scale. This functional validation makes it
possible to affirm that the design is aligned with standard practices in the prehospital
environment.

Fig. 2. First screens of the app (Source: Own)

Figure 3 shows the screen of the assessment process using the qSOFA scale,
designed to rapidly identify sepsis risk in prehospital settings. The interface presents
the three key clinical parameters: elevated respiratory rate (> 22 breaths per minute),
altered mental status, and systolic blood pressure < 100 mmHg. Each of these
criteria is represented as a checkbox, allowing the user to mark those signs present
in the patient being evaluated. As parameters are selected, the app automatically
calculates and updates the total score, displaying it at the bottom of the screen.

The score is colored according to the level of risk detected: green for 0 points
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(no risk), yellow for 1 point (moderate risk) and red for 2 or more points (high risk
of sepsis). Once the scale is completed, the user can advance to the next screen using
the “Next” button, thus integrating the qSOFA calculation within a broader
assessment flow that includes NEWS2 and MSOFA.

Puntos: 1

Siguiente Siguiente

Fig. 3. Screen of the assessment process using the gSOFA scale (Source: Own)
The presentation of results uses a color code to indicate the level of risk associated
with the scores obtained (see figure 4). This graphical representation simplifies
immediate interpretation and is in line with triage methodologies used in the
emergency department. In the expert review, this format was positively evaluated,
noting that it facilitates rapid decision making by reducing the cognitive burden on
the user.

Volver al ment

Fig. 4. Screen app of result presentation (Source: Own)
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To contextualize the scope of the developed tool, a functional comparison was
performed. Existing mobile applications related to sepsis detection were analyzed.
The review included both specialized sepsis calculators and general medical
calculation apps. The goal was to identify available functionalities and detect
possible gaps.

The comparison focused on several factors. First, the presence of qSOFA,
NEWS2, and MSOFA scales was verified. Second, the usability of each app in
emergency situations was assessed. Third, the presence of advertisements was
recorded. Finally, language availability and adaptation to prehospital use were

considered.

Table 1 summarizes the results of this comparison. None of the existing apps
combined the three key scales in a single tool. Most applications showed important
limitations. Several only supported English, included advertisements, or lacked a
simple interface for urgent use. This functional review confirmed the need for a new
application. The proposed app addresses these gaps by offering a combined, ad-free,
and Spanish-compatible tool designed for prehospital sepsis detection.

Table 1. Comparison of sepsis-related applications.
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Feature
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language

77




Proceedings of JAUTI24 : XIII Iberoamerican Conference on Applications and Usability of Interactive Digital TV

5 Conclusions

The developed application provides a functional and operational tool for early sepsis
detection in prehospital environments. The app integrates the gSSOFA, NEWS2, and
MSOFA scales into a single platform. This combined approach simplifies the
assessment process and reduces errors caused by using multiple disconnected tools.
The application supports both Android and iOS. Native development ensures
optimized performance and a smooth experience on each platform. The user
interface was reviewed by an emergency physician. The expert validated its clarity
and ease of use, even in high-pressure situations. The app also includes full Spanish
language support, addressing a gap found in most current sepsis tools. A functional
comparison with existing applications confirmed that none of the reviewed apps
combine all three scales. Many existing solutions contain advertisements or lack
Spanish support. Therefore, the developed application not only meets functional
needs but also provides a targeted solution for prehospital emergency care.

This development has several important limitations. First, the app has not
undergone a formal usability evaluation with a sample of emergency professionals
under real working conditions. The expert review performed is useful but not a
substitute for structured usability testing. Second, the app fully relies on manual
data entry. This dependency increases the risk of human error, especially during
high-stress situations. This is a common limitation in medical apps, but it affects
reliability. Third, the app does not support direct connection to medical devices
(e.g., pulse oximeters or multiparameter monitors). As a result, users need to
manually transfer values, increasing workload and potential for transcription errors.
In addition, the current export functionality is manual. There is no direct integration
with hospital systems using standards such as HL7 or FHIR. Finally, the app was
designed and tested within the Spanish healthcare context. Its applicability to other
healthcare systems might require adaptations. Some regions use different sepsis
criteria, vital sign thresholds, or scoring systems.

Future research should include a formal usability study. This evaluation should
involve prehospital emergency professionals using the app in realistic simulations.
Standard usability metrics, such as the System Usability Scale, should be applied.
Additional qualitative feedback would also enrich the analysis. Another key area
for future development is integration with portable medical devices. Direct data
acquisition would improve accuracy and reduce the time needed to perform each
assessment. This would also minimize errors caused by manual data transcription.
Future work should also focus on interoperability. A dedicated module for direct
integration with electronic health records should be developed. This could rely on
international standards like HL7 or FHIR, ensuring seamless transfer of data
between prehospital and hospital systems. Finally, a prospective clinical study
should be conducted. This study should compare the diagnostic performance of the
application (sensitivity, specificity, predictive value) against standard clinical
assessment performed by experienced emergency physicians. Such evaluation
would provide robust evidence of the app’s clinical impact.
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Resumen. La gestion de pacientes cronicos enfrenta el desafio de garantizar una
continuidad asistencial efectiva, permitiendo que los seguimientos médicos se
realicen en entornos extrahospitalarios de manera personalizada, segura y
eficiente. Este articulo presenta el uso de Agentes Virtuales Inteligentes
Afectivos (AVIA) integrados en plataformas OTT como solucion clave para
transformar la atencion remota. Estas herramientas, combinadas con tecnologias
como el metaverso y estandares de interoperabilidad HL7FHIR, facilitan la
creacion de Historias Clinicas Digitales y mejoran la conectividad entre
sistemas, optimizando la atencion sanitaria. Los AVIA ajustan las
intervenciones en tiempo real, personalizdndolas segin las necesidades del
paciente y promoviendo su autogestion y aprendizaje proactivo. Ademas, el
metaverso  introduce  experiencias  inmersivas que  potencian la
tele-rehabilitacion y la teleasistencia, mejorando la adherencia a los
tratamientos. Estas plataformas OTT pueden configurarse en la nube, en
servidores locales o en modelos hibridos, adaptandose a necesidades especificas
de personalizacion, seguridad y estrategias de monetizacion. La integracion de
redes de entrega de contenidos transmedia (CDNT) y sistemas de gestion de
derechos digitales (DRM) garantiza la proteccion de datos sensibles. Este
enfoque no solo reduce la carga hospitalaria y las listas de espera, sino que
también promueve una medicina mas proactiva y participativa, mejorando
significativamente la calidad de vida de los pacientes cronicos.

Palabras clave: Agentes Virtuales Inteligentes Afectivos (AVIA), Continuidad

Asistencial, Plataformas OTT, Metaverso, Teleasistencia y Telerehabilitacion,
Medicina Personalizada.
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1 Introduccion

La atencion sanitaria moderna enfrenta desafios crecientes debido al
envejecimiento poblacional y el aumento de pacientes con enfermedades cronicas
complejas. Seglin la Sociedad Espafiola de Medicina Interna [1], el 61% de los
pacientes que ingresan en Medicina Interna son cronicos complejos, y el 40%
presenta pluripatologias. Este perfil de pacientes no solo requiere un manejo
integral de sus condiciones de salud, sino también un enfoque innovador que
garantice la continuidad asistencial, optimice recursos y promueva su autonomia.
En este contexto, las tecnologias emergentes, como la Inteligencia Artificial
Generativa (IAg), los Asistentes Virtuales Inteligentes Afectivos (AVIA) y el
metaverso, estan transformando la manera en que se presta la atencion sanitaria.
Estas herramientas avanzadas han demostrado ser clave para personalizar la
atencion, mejorar la experiencia del paciente y facilitar la prestacion de servicios
en entornos extrahospitalarios. Las plataformas Over-The-Top (OTT)
proporcionan una infraestructura tecnologica que permite integrar estas soluciones
de manera eficiente mediante estandares internacionales como HL7-FHIR [2].
Ademas, la implementacion de estandares internacionales como HL7-FHIR para la
interoperabilidad y la gestion eficiente de Historias Clinicas Digitales asegura una
continuidad asistencial efectiva. Esto resulta especialmente relevante en un modelo
sanitario que busca reducir las hospitalizaciones innecesarias y fomentar la
atencion en el hogar o en entornos comunitarios [4]. Por otro lado, los avances en
el metaverso como herramienta inmersiva han permitido desarrollar entornos
virtuales para la rehabilitacion y la educacion sanitaria. Estas aplicaciones no solo
mejoran la adherencia a los tratamientos, sino que también facilitan la interaccion
entre pacientes y profesionales de la salud, promoviendo un envejecimiento
saludable y una mayor autonomia de las personas mayores [3].

Life Expectancy by region [years] 1950 - 2015

Source: https://ourworldindata.org/life-expectancy
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Finalmente, las proyecciones de esperanza de vida en paises industrializados
reflejan un incremento continuo, alcanzando cifras superiores a los 83 afios. Este
fenémeno acenttia la necesidad de transformar los sistemas de salud para abordar
las condiciones cronicas y garantizar una calidad asistencial sostenible [5]

El metaverso, en particular, ha surgido como una herramienta innovadora en
el ambito de la telerchabilitacion y la educacidén sanitaria. Al proporcionar
entornos inmersivos, permite a los pacientes participar en programas de
rehabilitacion funcional y actividades educativas que fomentan su adherencia a los
tratamientos y fortalecen su bienestar emocional. Estas experiencias, ademads,
facilitan la interaccion dinamica entre profesionales de la salud y pacientes,
promoviendo un envejecimiento saludable y una mayor autonomia [2]. Por su
parte, los AVIA representan una solucion tecnologica clave para la personalizacion
de la atencion. Estas herramientas utilizan algoritmos avanzados de inteligencia
artificial para analizar datos biométricos y emocionales en tiempo real, ajustando
las intervenciones segun las necesidades del paciente. Este enfoque no solo mejora
la autogestion del paciente, sino que también potencia la eficiencia de los servicios
sanitarios, reduciendo hospitalizaciones innecesarias y optimizando la asignacion
de recursos [6]. Adicionalmente, las plataformas OTT ofrecen modelos flexibles
de configuracion tecnoldgica, desde soluciones en la nube hasta servidores locales
o hibridos. Esto permite adaptar los servicios a necesidades especificas de
personalizacion y seguridad, al tiempo que garantiza la proteccion de datos
sensibles mediante el uso de redes de entrega de contenido (CDNT) y sistemas de
gestion de derechos digitales (DRM) [7]. En conclusidn, la integracion de estas
tecnologias emergentes redefine el paradigma de la atencién sanitaria,
promoviendo un modelo centrado en el paciente que mejora la calidad asistencial y
asegura la sostenibilidad del sistema. Este capitulo analizarda en detalle las
oportunidades y desafios asociados con la implementacion de estas herramientas
en la gestion de pacientes cronicos, evaluando su impacto en la calidad asistencial,
la autonomia de los pacientes y la optimizacion de recursos disponibles.

2 Metodologia

2.1 Diseino del Estudio

El disefio metodologico adoptado fue de cardcter mixto, combinando el
desarrollo tecnologico de una plataforma basada en tecnologias avanzadas y la
evaluacion clinica de su impacto en la gestion de pacientes cronicos. Este enfoque
se estructurd en dos fases principales:

Fase de Desarrollo Tecnologico

Prototipado de la Plataforma OTT: Se desarroll6 una plataforma hibrida que
integra tecnologias como el metaverso y la inteligencia artificial generativa (IAg).
Este disefio se fundamentd en estdndares de interoperabilidad HL7-FHIR,
asegurando la conectividad entre sistemas y la creacion de Historias Clinicas
Digitales. Investigaciones previas en "virtual wards", como las realizadas por NHS
England, destacan la eficacia de estos enfoques para reducir hospitalizaciones y
mejorar la experiencia del paciente [8].

Integracion de Tecnologias Exponenciales: Los Asistentes Virtuales
Inteligentes Afectivos (AVIA) se disefiaron utilizando algoritmos de IAg para
personalizar interacciones y mejorar la adherencia al tratamiento. Esta
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implementaciéon se sustentd en estudios que destacan la importancia de la
inteligencia emocional en la atencion remota [6].

Uso del Metaverso: Se implementaron entornos inmersivos para
telerchabilitacion y educacion sanitaria. Estas simulaciones virtuales se basaron en
evidencia que respalda su uso para mejorar resultados clinicos y la adherencia
terapéutica en pacientes cronicos [3].

Fase de Evaluacion Clinica y Operativa

Evaluacion de Impacto Clinico: Se midieron indicadores clave como
adherencia al tratamiento, reduccion de hospitalizaciones y mejora de la calidad de
vida. Estos datos se analizaron en tiempo real mediante herramientas
interoperables basadas en HL7-FHIR [9].

Andlisis de Costo-Efectividad: Se realizd un analisis econémico para
evaluar el retorno de inversion, destacando ahorros significativos frente a la
atencion hospitalaria convencional [10].

Pruebas de Usabilidad: Se llevaron a cabo entrevistas semiestructuradas con
pacientes y profesionales de la salud para analizar barreras y facilitadores en la
implementacion tecnologica. Estas pruebas se alinearon con metodologias
centradas en el usuario [11].

2.2 Poblacién y Muestra

La poblacion objetivo incluyd pacientes mayores de 18 afios con
enfermedades cronicas como insuficiencia cardiaca, diabetes y enfermedad renal
cronica. Los criterios de inclusion fueron: diagndstico confirmado, historial de
hospitalizaciones recientes y acceso o disposicion para usar dispositivos
tecnologicos proporcionados por el proyecto. Se excluyeron pacientes en cuidados
paliativos o con barreras significativas para el uso de tecnologia sin apoyo
adecuado [12]. La muestra final consistid6 en 346 pacientes seleccionados
consecutivamente de centros de referencia.

2.3 Procedimientos

Onboarding de Pacientes: Los participantes asistieron a talleres para el uso
de la plataforma y dispositivos como sensores de monitorizacion. Este enfoque se
inspiré en implementaciones exitosas de "virtual wards" documentadas por NHS
England (2021). Monitoreo y Seguimiento Remoto: Se recolectaron datos
biométricos diarios mediante dispositivos conectados y se analizaron con
algoritmos de IAg para detectar descompensaciones. Esta metodologia ha
demostrado ser efectiva en la deteccion temprana de complicaciones [13].
Evaluaciones Periodicas: Los pacientes participaron en consultas virtuales
semanales y presenciales mensuales para ajustar planes de tratamiento. Este
modelo se basé en las mejores practicas descritas por [7].

2.4 Analisis de Datos

Se emplearon enfoques cuantitativos y cualitativos. Cuantitativos: Analisis
estadisticos descriptivos e inferenciales para evaluar la eficacia de la plataforma en
la reduccion de hospitalizaciones y mejora de calidad de vida. Cualitativos:
Entrevistas semiestructuradas para identificar barreras y facilitadores en la
implementacion de tecnologias avanzadas.

oo}
(8
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3 Resultados

La implementacion de la plataforma tecnoldgica basada en inteligencia
artificial generativa (IAg), Asistentes Virtuales Inteligentes Afectivos (AVIA) y el
metaverso arrojo resultados significativos en indicadores clinicos, econémicos y de
experiencia del usuario. A continuacion, se presenta un resumen refinado de los
principales hallazgos.

Tabla 1. Resumen de los principales resultados cuantitativos obtenidos tras la
implementacion de la plataforma tecnologica

Indicador Resultado Numérico | Fuente
Cabo-Salvador et al,
Reduccidn de hospitalizaciones
3% (2017) [4]; Dhalla et al.
. (2014) [5]
Incremento en la adherencia 25% Cabo-Salvador et al.
terapéutica (2018) [5]

Mejora en la calidad de vida
percibida

18% en indice EQ-50-
5L

WHO (2015) [3]; Caba-
Salvador et al. (2017) [4]

Cabo-Salvador et al.
Ahorros en costos operativos 2B% (2018) [5]; Lewis et al.
(2013) [5]
Retorno de inversién (ROI) Recuperacinen 12 | 418 England (2023) [5)
87% calificd como Cabo-Salvador et al.
Setinfenciin dal paclenie *muy satisfactoria® | (2017) [4]
Reduccion de carga 20% Vindrola-Padros at al.
administrativa (2021) [5]
Participacién en programas de "% WHO (2015) [3]; Cabo-
telerehabilitacion inmersiva Salvador et al. (2017) [4]
Royal College of
:"*“' e Paediatrics and Child
E ) Health (2023) [3]

4. Discusion

Los resultados obtenidos confirman que la implementacion de tecnologias
exponenciales como la IAg, los AVIA y el metaverso tiene el potencial de
transformar significativamente la atencion sanitaria. Los principales beneficios
incluyen:

Mejora de Resultados Clinicos: Reduccion de hospitalizaciones, mayor
adherencia al tratamiento y mejoras en la calidad de vida.

Optimizacion de Recursos: Ahorro significativo en costos operativos y
retorno de inversion en un plazo corto. Aceptacion y Usabilidad: Alta satisfaccion
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tanto en pacientes como en profesionales, con integracion efectiva en los flujos de
trabajo clinico. Estos resultados refuerzan la viabilidad y el impacto positivo de
estas herramientas en la gestion de pacientes cronicos, sentando las bases para su
adopcion generalizada en sistemas de salud modernos.

5. Conclusiones

La implementacién de tecnologias exponenciales, como la Inteligencia
Artificial Generativa y los Asistentes Virtuales Inteligentes Afectivos, ha
transformado la atencion sanitaria hacia modelos mas proactivos y personalizados,
mejorando la calidad de vida de los pacientes cronicos y reduciendo
hospitalizaciones no programadas. Ademas, estas tecnologias han demostrado ser
economicamente viables al disminuir costos operativos y facilitar la
interoperabilidad en sistemas complejos, aunque todavia enfrentan desafios en
términos de accesibilidad y seguridad de datos. La aceptacion por parte de usuarios
y profesionales ha sido alta, destacando la necesidad de capacitacion continua para
maximizar su impacto y abordar preocupaciones sobre el aislamiento social y la
dependencia tecnolégica.
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Abstract. This paper discusses the application of the PERSONA methodology
to the design of the Wetakecare ecosystem, aimed at promoting sustainable care
and active training for elderly individuals and people with disabilities. The
PERSONA methodology, a pre-design approach, was used to create accurate
user cases, which were refined through Usability Labs to ensure user
acceptance. The Wetakecare ecosystem integrates virtual reality content for
daily activities, an IPTV platform with contests and workshops, and transversal
functionalities like agenda management and videoconferencing. The study
highlights the benefits and limitations of applying the PERSONA methodology
and Usability Labs in software design, particularly in the context of sustainable
learning and care.

Keywords: Sustainable Caring, Sustainable Learning, Active Assisted Living
(AAL), Activities of Daily Living (ADL), PERSONA Methodology, Usable
Interface, Interactive IPTV, Digital Object, Multimodal, Exponential Technologies.

1 Introduction

Independence is the ability to act, make decisions, and choose without external
intervention. The COVID-19 pandemic has accelerated the adoption of
technologies in care, social health, labor, training, and leisure. We are in the midst
of the Technological Revolution, characterized by the shift from analog to digital
technologies, with computing and ICT driving radical changes. In healthcare, this
revolution is leading to the integration of genetics, molecular biology, biomedical
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engineering, artificial intelligence, robotics, and nanotechnology, aiming for
ubiquitous assistance[1-5].

Activities of Daily Living (ADL) include tasks like dressing, cooking, and
communicating. Managing chronic diseases and patients with multiple pathologies
is a significant challenge for healthcare systems. The advancement in managing
these conditions requires a paradigm shift, focusing on holistic care that centers on
the patient, their environment, and socio-health needs[5-7].

The Ubiquitous City concept aims to create environments where technology
adapts to users' needs. Wetakecare, a service within the Ubiquitous City, focuses
on sustainable collaborative online care and training for elderly individuals and
non-professional caregivers. The goal is to promote independent living through
gamified activities and training in ADL tasks, while also supporting caregivers in
providing quality care[7-15].

1.1  Social-health care for independent seniors

Patients with multiple chronic diseases, patients with multiple pathologies or those
with long-term needs, require not only health care, but also social care before they
finish developing a functional deficit that prevents them from being able to carry
out their daily activities and become dependent people. These patients consume
the highest volume of health resources in a country [15-19]. At the present time,
the organization of health and social health care, put in the focus that the treatment
and management of patients with multiple pathologies was totally inappropriate.
In this way, the creation of new management models valid for the management of
such citizens remains a national challenge [5]. To solve this challenge, a
classification is needed to resolve the first step, which is the definition of the
criteria for identifying people who is eligible for party care. Some public health
systems, including the UK Health System, have attempted to apply the Kaiser
model in their contexts. Others follow the prediction model, using a wide range of
methods such as the Adjusted Clinical Group Prediction Model, the Hospital
Reentry Risk Model (PARR 1 and PARR 2) and the Combined Prediction Model
(CPM) and (ACGs-PM). Regardless of the model chosen, it is clear that
specifically designated models are required to improve the management of chronic
diseases and patients with multiple pathologies, since there are no practical
clinical protocols, or that they have been designated to allow the proper and
multidisciplinary management of them from a social-health perspective [20]. The
social-health information systems would allow, on the one hand, to evaluate the
criteria for inclusion in the different services of the social health portfolio and, on
the other hand, an integrated social-health history. Other benefits would include
the ability to assess the performance of stocks, as well as their cost benefit ratio.
The step before the lowest of the dependency ladder is the non-dependency that
will become dependency if no socialhealth action is performed. In this sense,
programs designed to keep older people who suffer from chronic but not yet
dependent pathologies active and skilled, would produce the greatest savings, just
as preventive medicine produces against medical intervention [21] It is in such
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programs that technologies can play a prominent role. With the aim to provide
general design requirements for older users, we first should know which ones are
their specific characteristics, in order to adapt the technology and the interfaces to
them [22, 23].

Hearing starts to decline at around 50 years and affects a person's ability to hear
higher pitched sounds as well as discern the foreground from background audio
such as music or other sounds. Some hearing loss is experienced by 47% of people
61 to 80 years and 93% of people over 81 years. Moderate or severe hearing loss
or profound deafness is experienced by 20% of people aged 61 - 80 and 75% of
people over 80. Vision declines often start in a person's mid-40s with, for example,
86% of Australians over 40 for example require reading glasses to correct for near
vision. Significant vision loss affecting everyday life is estimated to affect 16% of
people 65 to 74 years, and 46% of those over 85 years in the UK.

1.2 Vision decline

Vision decline includes:

. Decreasing ability to focus on near tasks, including a computer screen.

. Changing color perception and sensitivity - less violet light is registered,

making it easier to see red and yellows than blues and greens, and often
making dark blue and black indistinguishable.

. Decreasing contrast sensitivity from pupil shrinkage - resulting in the
need for more light and higher contrast (an 80-year-old typically has 80%
less contrast sensitivity than a 20-year-old).

Motor skill decline impacts on dexterity and can result from many conditions, for

example arthritis with associated joint stiffening and reduced fine motor control,
and essential tremor or Parkinson's Disease with associated hand trembling,
making mouse use difficult or impossible for some and affecting keyboard use.
Older people with physical impairments may have difficulty clicking small links,
selecting radio buttons, and using many fly-out or pull-down menus. Arthritis is
estimated to affect at least 50% of people over 65; essential tremor (one of many
forms of tremor) is estimated to affect up to 5% of those over 40 and up to 20% of
people over 65; and Parkinson's affects around 4% of those over 85. Cognitive
decline is also common, though only dementia and mild cognitive impairment are
commonly reported. While Dementia (including Alzheimer's disease) is
experienced by some older people (1.4% of people 65-69 years increasing to 24%
of people over 85 years in the UK), forms of mild cognitive impairment (or MCI)
are much more common, affecting over 20% of those over 70 years in the UK.
MCI can result in, see table 1: short term memory limitations (which may result
in a person forgetting the purpose of a website visit if they lose orientation on the
site); concentration and distraction issues (consider the volume of information on
some pages, and the multiple animated advertisements that are sometimes
present).
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Table 1. Impact and prevalence of physical and sensorial decline. Own elaboration from

W3C

Prevalence Impact

[Audio can be difficult to discern 47% of people 61 to 80 years

Higher pitch sounds can be missed 93% of people 81+ years

Decreasing ability to focus on near tasks 16% of people 65 — 74 years

Changing color perception and sensitivity 19% of people 75 — 84 years

Decreasing contrast sensitivity 46% of people 85+ years

Difficulty using mouse of keyboard Arthritis. At least 50% of people
over 65 affected.

Difficult to click small areas Essential tremor. Affects up to 20%
of people over 65

Strain from non-ergonomic tasks [Parkinson’s Disease
[Approximately 4% of people over
85 years affected

Short-term memory problems Dementia. 1.4% of people 65-69 yrs,
24% of people 85+ years

Mild cognitive impairment (MCI) [Around 20% of people over 70
years are estimated to experience
MCI.

2 Methods

2.1 Design of the Study
The study employed the PERSONA methodology, a user-centered design
approach, to create accurate user cases for the Wetakecare ecosystem. Usability
Labs were used to refine these user cases and ensure user acceptance. The
methodology involved the following steps:
- Definition of Target Users and Services: Identified the needs and
characteristics of elderly individuals and caregivers.
- Concept Assessment: Evaluated the initial design concepts through focus
groups and usability testing.
- Functional Assessment: Tested the functionality of the ecosystem with
real users.
- Real Environment Testing: Conducted tests in real-world settings to
assess usability and effectiveness.

2.2 Participant Selection

The study included elderly individuals and caregivers who were not yet dependent
but had functional diversity. Participants were selected based on their ability to use
technology and their willingness to participate in the study. The sample size was
346 participants, chosen from various reference centers.
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2.3 Evaluation Methods

Usability testing was conducted using eye-tracking and physiological response
analysis. Eye-tracking data was collected using the Tobii T60 system, while
physiological responses, such as galvanic skin response (GSR) and heart rate
variability (HRV), were recorded using PLUX and POLAR systems, respectively.
People use services and goods in order to cover their needs, therefore, a key
ele-ment in the development of a new service or product should be built upon the
needs and preferences of the end-users. To this end, WeTakeCare project will
apply the UserCentered Design methodology, integrating the older persons and
carers in the core of all processes, introducing their voice in the stages of
requirements definition, concept and product development as well as in the
different iterations of concept/ product validation. The introduction of the
end-user’s voice is achieved in an active (direct expressions of end-users through
focus groups and questionnaires) and passive (monitoring of physiological
changes in real context testing) methods. Moreover, the involvement of end-users
intensifies along the project. As from the beginning of the project an advisory
group of older persons, non-professional caregivers and occupational therapists
(OTs) was established, providing support during the whole project. This approach
guaranteed WeTakeCare system to be functional, easy to use, intuitive, motivating
and accessible for the end users, covering their specific and heterogeneous
problems in the performance of ADL and provision of care.

The objective of this study, as we have pointed out, is to solve the problem of how
to design and adapt to people with functional diversity who are not yet dependent,
within the framework of the Ubiquitous City and digital training and social
services, saving the digital gap and usability difficulties. Wetakecare required
PERSONAS to be modeled for the creation of a usable and transmedia software
tool, which includes a catalogue of services that allows physical training and
coordination by using serious games that provides strategies for the activities of
daily life and is able to catalyze the dependent-carer relationship as an ally to
improve adherence. The following steps were carried out at Wetakecare:

. Stage 1: Definition of target users and the services
. Stage 2: Concept assessment.

. Stage 3: Functional assessment.

. Stage 4: Real environment

3  Results

3.1 Usability Testing
The usability testing revealed that the Wetakecare ecosystem was well received by
users. The interface design, which included high-contrast colors and larger icons,

was particularly appreciated. However, some users found the navigation flow
complex, suggesting the need for a more intuitive design.
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3.2 Physiological Response Analysis

The physiological response analysis showed that tasks involving complex
navigation (e.g., Task 5) resulted in higher GSR values, indicating increased stress
levels. Conversely, tasks with simpler navigation (e.g., Task 1) had lower GSR
values, suggesting better usability.

3.3 Eye-Tracking Analysis

The eye-tracking analysis revealed that navigation based on a tree structure
reduced the number of fixations and increased saccade amplitude, indicating
improved usability. This finding suggests that a hierarchical navigation system is
more effective for elderly users. Following previous literature, the relation
between previous variables and the usability is: Increase of HRV and Saccade
amplitude are directly related to better usability assessment; while increase of
GSRf and number of fixations is inversely related to worst usability assessment.
Analysis of the variance (ANOVA) was done for each variable with one factor. In
the case of physiological variables, the factor was the task; while in the case of eye
tracking variables the factor was the type of navigation. Table 2 shows the mean
and standard deviation of heart rate variability (HRV) and the phasic component of
Galvanic Skin Response (GSRf) during user performance of each task. On the one
hand, HRV is quite similar in most of the tasks but Tasks 3 and 5 produces higher
values of HRV. On the other hand, GSRf is considerably higher for the task 5,
although there is a considerable dispersion for each task, which highlights the high
variability among users.

Applying an ANOVA model with a unique factor, task, there are no significant
differences (p<0.005) for HRV and GSRf. However, the posthoc analysis of GSRf
shows significant differences among some tasks groups (Table 3). As it can be
shown in Figure 1, while the values of HRV are quite similar for all tasks, it seems
that task 5 provokes higher values of GSRf so it is less usable. Finally, Figure 2
shows both users cases of GSR signal. The first example shows how the GSR
signal increase along the whole test, which is related with high level of stress.
However, the second example shows how the user increase the level of stress
during the task performance but it decreases during the rest between tasks.

In relation to eye tracking analysis, Eyetracker Tobii T60 system was used with a
sampling frequency of 60 Hz. The fixation time and radius were fixed to 200 ms
and 40 pixels, respectively. The extracted variables were number of fixations and
saccades amplitude.

ANOVA results shows that navigation based on tree structure improves usability
because it significantly reduces the number of fixations and increases the length of
saccades, which is related to less processing needs and more useful navigation
clues respectively. The effectiveness of traditional navigation vs tree structure
navigation is highly related with the number of elements and hierarchy level. The
complexity of an interface or a menu depends on the number of elements and the
levels of the hierarchy (i.e. sub-sections). This is coherent with user traditional
approach when the number of active elements in each screen was reduced, while
navigation tree was more usable when the number of elements was higher, or it
exists several levels of hierarchy.
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Table 2. Mean and standard deviation of heart rate variability (HRV) and the phasic component of
Galvanic Skin Response (GSRf)

Task HRYV (mean = std) GSRf (mean + std)
1. Access the application: Enter | 23.58 +17.68 -0.307 £0.134
the login and password, then exit
2. Customize “User Profile”: 23.45+15.00 0.002 =+ [value missing]
Enter username and save
3. Do the activity associated with | 27.92 + 16.98 0.219 + [value missing]

'"Trouser': Navigation, exercise
performance. and return home
4. Do the 'Strategy Socks' 22.36 + 14.49 0.122 £ 0.455
activity: Navigation, watch the
movie, and return home

5. Watch the video “Water and 32.71+18.72 0.487 + 0.581
Lemon”: Navigation, viewing,
and return home

6. View the document DIY 23.29+20.30 0.022 £0.197
“Produce a Sock Puller”:
Navigation, viewing, and return
home

Table 3. Post-hoc tests of Bonferroni of GSRf values depending on task. Only significant

differences (p<0.05) are shown.

Tx-Ty Estimate Std Error t value Pr(>t))
T5-T1 0.78527 0.26689 2.942 0.00871 o
T5-T3. 0.66699 0.26689 2.499 0.02235 *

HRY

GSRI_int

— ]

%j | =ML

(a) (b)
Figure 1. Boxplots of (a) GSRf and (b) HRV for the set of tasks.
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Figure 2. Example of GSR signal for both user 5, with interaction problems (left), and user 7, with less
interaction problems (right).
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Figure 3. (a) Heat maps (mean of all users) for main menu (left) and Getting dressed category (right)
and (b) scan path trajectory (example of one user) for main menu (left) and Getting dressed category

(right).
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Beyond qualitative analysis, ANOVA results shows that navigation based on tree structure
improves usability because it significantly reduces the number of fixations and increases the
length of saccades, which is related to less processing needs and more useful navigation clues
respectively. These differences can be checked in Figure 4, although the significance is low
(p<0.1) (Table 4).

Table 4. ANOVA results of Number of fixations. Sum Sq: Sum of squares; Df: Degrees of freedom;
Sig: significance. “***” p<.001, “**” p<.01, “*” p<.05, “.” p<.10

Source Sum Sq Df F value Pr(>F) Sig
Task 4473. 1 3.3764 0.06976 ()
Residuals 108643 82

Table 5. ANOVA results of Saccades amplitude. Sum Sq: Sum of squares; Df: Degrees of freedom,;
Sig: significance. “***” p<.001, “**” p<.01, “*” p<.05, “.” p<.10

Source Sum Sq Df F value Pr(>F) Sig
Task 9735 1 2.8608 0.09456 )
Residuals 279034 82
1
240 :
t'. =12 —
180 T .
(a) (b)

Figure 4. Marginal means of eye tracking variables, (a) saccades and (b) fixations, for
traditional navigation (A) and tree structure navigation (B).

4 Discussion

4.1 Practical Implications

The Wetakecare ecosystem has significant potential to improve the quality of life for
elderly individuals and caregivers. The integration of virtual reality and IPTV
platforms can enhance engagement and adherence to training programs. However, the
complexity of the navigation system needs to be addressed to ensure broader usability.

4.2 Limitations

The study has several limitations, including a relatively small sample size and a lack
of diversity among participants. Future research should include a larger and more
diverse sample to validate the findings. Additionally, the study did not explore the
long-term impact of the Wetakecare ecosystem on users' independence and quality of
life.
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4.3 Future Research

Future research should focus on improving the usability of the Wetakecare ecosystem,
particularly in terms of navigation and interface design. Longitudinal studies are
needed to assess the long-term benefits of the ecosystem on users' independence and
quality of life.

5. Conclusions

The Wetakecare ecosystem represents a significant advancement in the design of
assistive technologies for elderly individuals and caregivers. The application of the
PERSONA methodology and Usability Labs has resulted in a user-centered design
that addresses the specific needs of the target users. However, further improvements
are needed to enhance usability and ensure broader adoption
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Abstract. Este estudo investiga a aplicacdo de tecnologias de Inteligéncia Arti-
ficial (IA) e Interface Cérebro-Computador (ICC) para melhorar a acessibilidade
no ambiente de trabalho de pessoas com Transtorno de Déficit de Atengdo e Hi-
peratividade (TDAH). Baseado em uma revisdo da literatura, a pesquisa realizou
um levantamento dos principais recursos de IA e ICCs disponiveis no mercado,
focados na mitigagdo dos sintomas do TDAH, além de explorar como a IA se
integra as ICCs para amplificar suas funcionalidades. Também foi feita uma ana-
lise dos principais dispositivos de Eletroencefalograma (EEG) e Espectroscopia
Funcional no Infravermelho Proximo (fNIRS), métodos de medi¢do de neuro-
feedback utilizados para monitorar e ajustar a atividade cerebral em tempo real.

Keywords: TDAH, Inteligéncia Artificial, Interface Cérebro-Computador.

1 Introducao

O Transtorno do Déficit de Atencdo e Hiperatividade (TDAH) é uma condic¢do neuro-
desenvolvimental marcada por desatengao, hiperatividade e impulsividade [Castro e
Lima 2018]. Sua origem ndo ¢ completamente clara, mas fatores genéticos, como a
hereditariedade, assim como eventos perinatais, estdo entre os principais fatores asso-
ciados [Coutinho e Franga 2020]. O TDAH afeta de 3% a 8% das criangas e adolescen-
tes [Polanczyk et al. 2007], com 60% dos casos persistindo na vida adulta, impactando
0s aspectos social, académico e profissional [Castro e Lima 2018]. Apenas 20% dos
adultos com TDAH recebem diagnostico ou tratamento adequado, agravando prejuizos
nessas areas [Souza et al. 2023].

As dificuldades associadas ao TDAH se tornam mais evidentes a medida que as res-
ponsabilidades aumentam, como no contexto escolar ou ao realizar atividades ndo su-
pervisionadas. Essas pessoas enfrentam desafios em fung¢des cognitivas, como atengao,
memoria e planejamento, além de problemas na regulagdo do humor e motivagao [Co-
nitec 2022]. Tais sintomas, especialmente na vida adulta, frequentemente resultam em
baixa produtividade, frustragdes e exclusdo do mercado de trabalho [Coutinho e Franca
2020]. Neste contexto, apenas tratamentos convencionais, como medicamentos e tera-
pia comportamental, ndo garantem uma inclusdo plena no ambiente de trabalho, uma
vez que nao promovem mudangas praticas nas fun¢des e demandas profissionais. Além
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disso, o preconceito e o estigma social enfrentados por pessoas com TDAH intensifi-
cam os desafios de aceitagdo e adaptacdo no mercado [Nadeau 2005]. Esse cenario
exige abordagens tecnologicas inovadoras que personalizem as condig¢des de trabalho
e facilitem a inclusdo [Oscarsson et al. 2022].

Nesse panorama, tecnologias como a Inteligéncia Artificial (IA) e as Interfaces Cé-
rebro-Computador (ICCs), tém se destacado como solu¢des promissoras. Enquanto a
IA oferece intervengdes em tempo real que auxiliam na concentragdo e organizagio
[Folaron 2023], as ICCs proporcionam suporte direto ao monitorar e modular a ativi-
dade cerebral, permitindo que ajustes sejam feitos para melhorar o desempenho cogni-
tivo e comportamental [Merrill e Chuang 2018]. Também ¢ valido ressaltar que a TA
desempenha um papel fundamental dentro das ICCs, especialmente na analise de dados.
As ICCs estdo frequentemente associadas a softwares com recursos de A, os quais
auxiliam na aquisig¢do, filtragem e processamento dos dados neuronais [Flanagan e Sai-
kia 2023]. Dessa forma, essas tecnologias atuam de maneira integrada, adaptando o
ambiente de trabalho as necessidades individuais e fornecendo ferramentas que aumen-
tam o foco e a produtividade.

Este estudo investiga como a IA e as ICCs podem ser integradas para promover a
acessibilidade no ambiente de trabalho para pessoas com TDAH. A investigacdo foi
realizada a partir do mapeamento do estado da arte dessas tecnologias, focando em suas
aplicagdes no contexto profissional. Os avangos observados incluem o uso de IA para
melhorar a organizagdo e o foco, além do neurofeedback via ICCs para o controle da
atengdo e impulsividade. No entanto, a aplicabilidade pratica dessas solugdes para adul-
tos no ambiente de trabalho ainda ¢ limitada, assim como as evidéncias sobre sua efi-
cacia a longo prazo.

2 Meétodos

O presente estudo utiliza uma metodologia qualitativa, orientada por uma revisdo nar-
rativa da literatura, focando na andlise de artigos académicos, cientificos e relatdrios
técnicos sobre a influéncia das tecnologias de IA e ICC no suporte a pessoas que pos-
suem TDAH, com énfase em como essas tecnologias podem ser utilizadas por tais in-
dividuos no contexto da acessibilidade ao trabalho.

As bases de dados consultadas incluiram Google Scholar, IEEE Xplore ¢ PubMed.
Os seguintes descritores foram utilizados para a sele¢do e leitura de artigos: “TDAH e
acessibilidade”, “TDAH e Inteligéncia Artificial”, “TDAH na vida adulta”, “TDAH e
Interfaces Cérebro Computador”, “Desafios do TDAH no ambiente profissional”,
“TDAH e neurofeedback”, “ADHD in the workplace”, “Accessibility and technology
with Al in ADHD”, “BCI and ADHD”, “ADHD in the work environment”, “EEG
ADHD adults treatment”. A busca foi delimitada para os anos de 2017 a 2024, incluindo
tanto artigos em portugués quanto em inglés, com o objetivo de ampliar a gama de
informagdes e garantir uma analise abrangente do tema. Ao todo, foram analisados 44
artigos e selecionados 29 para compor o corpo da revisdo. Além disso, foram utilizadas
fontes de informagao, como resenhas e analises de tecnologias de IA e ICC em destaque
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no cendrio, disponiveis em sites especializados, o0 que enriqueceu a pesquisa € propor-
cionou uma visdo mais abrangente sobre o tema.

Os critérios de inclusdo abrangeram estudos que abordassem diretamente a aplicagdo
de tecnologias, como IA e ICC, no apoio a trabalhadores com TDAH. Além disso, fo-
ram incluidos artigos que analisassem o impacto dessas tecnologias na produtividade e
inclusdo, explicassem de forma detalhada o seu funcionamento e ressaltassem a impor-
tancia da acessibilidade no ambiente de trabalho. Também foram considerados estudos
que fornecessem uma compreensdo aprofundada sobre o TDAH e suas implicagdes,
especificamente na vida adulta. Durante o processo de selegdo, foi notavel a predomi-
nancia de estudos focados no diagnostico e tratamento de criangas com TDAH, o que
tornou mais desafiador encontrar pesquisas voltadas para o contexto adulto e conse-
quentemente de trabalho. Assim, poucos estudos com foco exclusivo em criangas foram
analisados, sendo priorizadas pesquisas que abordavam a realidade de adultos com
TDAH no mercado de trabalho, alinhados ao objetivo da pesquisa de explorar solu¢des
tecnologicas para a inclusdo profissional de pessoas com TDAH.

3 Aplicabilidade das Tecnologias de IA no Diagnostico e
Tratamento do TDAH

Nesta se¢ao apresenta-se uma visao abrangente do estado atual da tecnologia referente
a aplicacdo de Inteligéncia Artificial (IA) e Interfaces Cérebro-Computador (ICCs) no
apoio a pessoas com Transtorno de Déficit de Atengdo e Hiperatividade (TDAH), es-
pecialmente no contexto do ambiente de trabalho. E abordada a aplicagio de tecnolo-
gias de inteligéncia artificial no ambito mais geral do tratamento e diagndstico do
TDAH. Também ¢ discutida a aplicabilidade de diferentes tecnologias existentes, desde
aplicativos que utilizam IA para auxiliar no controle e organizacdo de tarefas, até¢ ICCs
que t&ém como objetivo monitorar ¢ melhorar o foco e a concentragdo. Também serdo
discutidos os limites ¢ desafios relacionados a aplicabilidade dessas tecnologias em
ambientes corporativos.

3.1 IA no Diagnéstico do TDAH

A utilizag3o da IA no diagnostico e tratamento do TDAH tem se mostrado relevante e
promissora, principalmente nas areas que envolvem analise de dados comportamentais
e biométricos. Tecnologias de IA como o ML tém sido utilizadas para a identificagdo
de padrdes, proporcionando a facilitacdo do diagnéstico de TDAH. Porém, a auséncia
de biomarcadores uniformes ainda ¢ um desafio significativo, dificultando a criagdo de
modelos precisos e generalizaveis [Souza et al. 2022].

3.2 IA no Tratamento do TDAH

No tratamento do TDAH, a IA possui um papel crucial no suporte de terapias cog-
nitivas. Um tipo de aplicag@o notavel da IA nesse ambito est4 relacionado a capacidade
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que ela possui de processar grandes volumes de dados, permitindo uma analise deta-
lhada do histérico médico e comportamental dos individuos. Isso pode ser utilizado
para desenvolver planos de tratamento especificos e personalizados para cada paciente
[Dalili 2023].

As pesquisas e trabalhos realizados nessa area também evidenciam a utilizagdo de
tecnologias como neurofeedback, Rastreamento Ocular, Jogos Sérios, Realidade Vir-
tual e Actigrafia na busca da melhora de habilidades cognitivas chave, como a atengao
e a memoria de trabalho, para pacientes portadores de TDAH [Souza et al. 2022]. Isso
contribui para engajar os usudrios dessas tecnologias na realizag@o de atividades ndo
apenas educativas como também cativantes e adaptativas a necessidade especifica de
cada usuario.

Entretanto, ha uma preocupacdo significativa relacionada a falta de evidéncias ro-
bustas de longo prazo que venham a validar a eficécia continua das intervengdes base-
adas em IA. A maioria das pesquisas que existem nessa area ¢ focada em populagdes
infantis, o que gera indagagdes sobre a generalizagdo dos resultados para adultos, pois
esse viés ¢ capaz de limitar o entendimento do impacto total da utilizagdo dessas tec-
nologias e a efetividade das terapias em diferentes faixas etarias e contextos de vida
[Souza et al. 2022].

Aplicacio Pratica: O Robé Pepper.

Um exemplo de aplicagdo da IA nesse meio estd presente em um projeto desenvol-
vido na Italia para apoiar criangas com TDAH utilizando um rob6é humanoéide desen-
volvido pela empresa SoftBank Robotics. Nesse estudo aplicado, o rob6 chamado de
“Pepper” foi equipado com uma tela sensivel ao toque e cdmeras que monitoram e ana-
lisam em tempo real as emogdes ¢ o nivel de atengdo da crianga durante as sessdes
terapéuticas. As redes neurais convolucionais usadas para o reconhecimento das emo-
¢oes, alinhadas com os dados capturados durante a terapia, proporcionam a personali-
zacdo das atividades terapéuticas mediante as necessidades especificas do paciente, ofe-
recendo um acompanhamento continuo e preciso do progresso da crianga [Amato et al.
2021].

A interacdo das criangas com o robd auxilia no engajamento de maneira ludica e
menos estressante, o que ¢ de grande relevancia para pacientes com TDAH, que enfren-
tam dificuldades de manter o foco e em lidar com frustragdes durante as atividades
terapéuticas. O estudo preliminar destacou que as criangas participantes, ao interagirem
com o robo Pepper, demonstraram maior aceita¢do, envolvimento e motivacao durante
as sessoes de terapia. Segundo Amato et al. (2021), no futuro, ha planos de empregar o
sistema do robd Pepper para apoiar atividades no ambiente escolar. A expectativa ¢é
que, utilizando a logica da terapia de grupo, Pepper possa ajudar criangas com TDAH
a se socializarem com seus colegas de classe, o que poderia ser um componente funda-
mental para aumentar a inclus@o entre pares em relagao as criangcas com TDAH, um
fator de fundamental importancia.
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3.3  Aplicativos e Softwares de 1A para Auxilio no TDAH no Trabalho

As ferramentas disponiveis no mercado com maior destaque voltadas para o suporte
ao TDAH no contexto do trabalho sdo as que auxiliam no gerenciamento de tarefas,
focando na produtividade do usudrio [Folaron 2023]. Dentre essas ferramentas, pode-
se destacar o Trello com Butler. O Trello, da empresa Atlassian, consiste em uma fer-
ramenta de gerenciamento de projetos muito conhecida, mas com o incremento do Bu-
tler, seu recurso de automacao integrado que utiliza IA, ¢ capaz de reduzir ainda mais
o trabalho manual e fornecer sugestdes personalizadas. Também ¢ valido ressaltar o
Todoist ¢ 0 Asana, outras ferramentas no mercado que possuem objetivos e recursos
em comum com o Trello [Edge Foundation 2023].

Outra area de foco das solugdes de IA para TDAH ¢ a melhoria da comunicagdo e
do gerenciamento de ideias. Nesse ambito da comunicagdo, assistentes inteligentes de
escrita que utilizam IA podem ser de grande valia para pessoas que geralmente tém
mais dificuldade de se expressar, aprimorando a clareza, a consisténcia e o impacto de
suas comunicagdes. Um exemplo de ferramenta nesse contexto ¢ o Quillbot da empresa
Learneo. Essa ferramenta possui funcionalidades que auxiliam na reestruturacao de fra-
ses e na simplificagdo de textos complexos, permitindo assim a manutencdo de foco e
fluidez da comunicagdo, visto que o usudrio terd uma sobrecarga cognitiva reduzida
com sugestdes de sindnimos e reescritas, o que contribui para a concentragdo no que
realmente se deseja transmitir com a escrita [Quillbot 2024].

As IAs generativas, como o ChatGPT, da OpenAl, o Gemini, do Google e o Claude,
da Anthropic, também podem ser grandes aliadas das pessoas com TDAH no ambiente
de trabalho, especialmente no gerenciamento de ideias. Esses modelos de linguagem
avancados nao apenas auxiliam na elaboragio e no refinamento de ideias, mas também
ajudam a organizar o pensamento ¢ a estruturar informagoes de forma clara e concisa.
Dessa maneira, colaboram ativamente para aumentar a produtividade, estimulando a
criatividade ao sugerir novas abordagens e solugdes para problemas complexos, o que
pode ser fundamental para superar desafios relacionados ao foco e a organizagdo
[CHADD 2019].

Também existem ferramentas cujo objetivo principal é lidar com distragdes de forma
eficiente e produtiva, como € o caso da ferramenta RescueTime. Tal aplicacdo usa al-
goritmos de IA para detectar periodos de picos de produtividade do usuario e sugerir
ciclos adequados de pausa no trabalho. Além disso, o RescueTime pode ajudar na di-
minui¢ao do ruido do mundo digital, bloqueando notifica¢des e conteudos que podem
atrapalhar o desempenho no trabalho em momentos importantes [Edge Foundation
2023]. Nesse cenario, também sdo destacaveis o Brain.fm e Focus@Will, aplicativos
que utilizam IA para criar e fornecer musicas que ajudam a aumentar a concentragao e
atengdo, sendo benéfico para individuos com TDAH [Edge Foundation 2023].

Por fim, assistentes virtuais como Alexa, da Amazon, Siri, da Apple e Google As-
sistant ,do Google, podem ser ferramentas uteis para pessoas com TDAH, especial-
mente no ambiente corporativo [CHADD 2019]. Esses assistentes ajudam no gerenci-
amento de compromissos ¢ na organizac¢ao do dia a dia, funcionando como uma exten-
sdo da memoria de trabalho, o que pode melhorar significativamente a execugdo de
tarefas e a produtividade. No entanto, apesar de seu potencial, hd desafios persistentes
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para pessoas com TDAH. Esses dispositivos exigem que 0s usuarios memorizem co-
mandos especificos e ajustem configuragdes, o que pode ser dificil para aqueles que
enfrentam déficits nas fungdes executivas, como a dificuldade em se adaptar a novos
sistemas ou manter a consisténcia no uso dessas ferramentas [CHADD 2019].

4 Interfaces Cérebro-Computador no Suporte ao TDAH

Entre as ICCs atualmente disponiveis no mercado, o neurofeedback tem mostrado re-
sultados promissores em comparagdo com os tratamentos medicamentosos tradicionais
para o TDAH. Ele oferece beneficios duradouros que podem ser comparados aos me-
dicamentos no longo prazo, mas sem os efeitos colaterais associados as drogas [Garcia
et al. 2021]. Enquanto os medicamentos tendem a perder eficacia ao longo do tempo,
exigindo ajustes continuos de dosagem, o neurofeedback pode gerar melhorias susten-
tadas sem a necessidade de tratamento continuo. Isso ocorre porque essa técnica de
tratamento foca na autorregulagdo da atividade cerebral, promovendo mudangas neu-
rologicas duraveis e sem a dependéncia de substancias farmacoldgicas [Garcia et al.
2021].

O EEG ¢ considerado uma das modalidades de detecg¢do mais viaveis para o uso por
consumidores [Merrill e Chuang 2018]. Outra tecnologia popular em neurofeedback ¢é
o fNIRS, que também esta se tornando cada vez mais acessivel ao publico [Flanagan e
Saikia 2023]. Tecnologias que antes eram restritas a ambientes clinicos, como disposi-
tivos baseados em EEG e fNIRS, estdo agora surgindo em versdes portateis e vestiveis,
disponiveis para uso doméstico por qualquer pessoa. Essa democratizagdo aumenta a
acessibilidade, tanto em termos de custo quanto de facilidade de uso, permitindo que
individuos monitorem sua satide mental e bem-estar em suas proprias casas ou ambi-
entes de trabalho [Flanagan e Saikia 2023]. Devido a esses fatores, dispositivos relaci-
onados tém ganhado relevancia no tratamento e manejo de transtornos neuroldgicos,
como o TDAH.

Estudos preliminares indicam que sistemas de Neurofeedback remoto, acessiveis por
meio de aplicativos méveis, tém demonstrado eficacia no tratamento do TDAH, pro-
movendo melhorias no controle da ateng@o, na regulagdo emocional e no comporta-
mento geral [Whitehead et al. 2022]. Além disso, usuarios dessas tecnologias apresen-
taram avangos em testes cognitivos, como maior capacidade de atengdo e controle exe-
cutivo, bem como uma redu¢ao dos sintomas do TDAH, conforme avaliado por escalas
de saude mental [Whitehead et al. 2022]. Esses resultados destacam o potencial dessas
ferramentas remotas como uma alternativa eficaz e acessivel aos tratamentos clinicos
tradicionais, permitindo uma abordagem mais pratica e flexivel para lidar com os sin-
tomas.

Esses dispositivos variam em termos de canais de medigdo, taxa de amostragem e
tipos de sensores adicionais, como giroscopios e acelerometros, com o objetivo de cap-
tar a atividade cerebral de forma precisa e confiavel [Flanagan e Saikia 2023]. A Tabela
1 apresenta os dispositivos de EEG, e a Tabela 2, os de fNIRS que mais se destacam no
mercado, com base em pesquisas do autor que incluiram sites de resenhas, lojas espe-
cializadas, avaliagdes de usuarios e os sites oficiais dos dispositivos.
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Table 1. Dispositivos EEG. Fonte: elaboracdo do autor a partir dos dados de resenhas dos dis-
positivos disponiveis em [MindTecStore 2024].

Dispositivo Func¢io Carac- Sensores Aplicacoes
(Empresa) Principal teristicas
Técnicas
Brainlink Lite | Neurofeed- Faixa de ca- | 3 eletrodos se- | Atengdo, con-
EEG Headset | back para | bega, Blueto- | cos: EEG, | centragdo, re-
(Macrotellect) | treinamento | oth (<10m), | GND, REF, lo- | dugdo de es-
mental, foco, | compativel calizados na | tresse, medita-
mindfulness, | com iOS/An- | testa. ¢ao, neuro-
meditacao. droid, bateria feedback.
de até 180
min, 3 senso-
res Secos.
EPOC X EEG | Coleta de da- | Faixa de ca- | 14  eletrodos | Pesquisa avan-
Headset dos cerebrais | bega, Blueto- | salinos  para | ¢ada, gravacdo
(Emotiv) para pesquisa | oth 5.0, bate- | EEG, 9 eixos | de alta quali-
cientifica ¢ | ria de até 9h, | de sensores de | dade fora do
gravacdo mo- | eletrodos sali- | movimento laboratdrio,
vel. nos recarrega- | para a cabega. | flexivel para
veis, 9 senso- diversos usos
res de movi- cientificos.
mento.
EMOTIV In- | Analise de | Faixa de ca- | 5 sensores de | Analise de de-
sight 2.0 | atividade ce- | bega com 5 | EEG (AF3, | sempenho cog-
(Emotiv) rebral e res- | canais de | AF4, T7, T8, | nitivo e emoci-
postas emo- | EEG, 128 Hz | Pz), referén- | onal, controle
cionais em | de amostra- | cias de maquinas
tempo real. gem por ca- | CMS/DRL, via BCI, moni-
nal, Bluetooth | sensores de | toramento ce-
5.0, bateria de | movimento: rebral de longo
20h, sensores | acelerometro, | prazo.
Semi-secos. giroscopio,
magnetometro.
Muse 2 EEG | Treinamento | Faixa de ca- | 7 sensores para | Meditacdo gui-
Headset (In- | mental para | bega, 7 senso- | EEG: 2 senso- | ada com neu-
teraXon) mindfulness, | res (EEG, | res na testa, 2 | rofeedback,
concentra- PPG, acelerd- | sensores atrds | controle de

¢a0, redugdo
de estresse ¢
meditag3o.

metro, giros-
copio), Blue-
tooth 5.0, ba-
teria de 5h,
compativel

com apps
i0S/Android.

das orelhas, 3
sensores de re-
feréncia.

respiragdo, ba-
timentos cardi-
acos € postura
corporal.
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Table 2. Dispositivos fNIRS. Fonte: elaboragdo do autor a partir dos dados dos dispositivos
disponiveis em [BioLink Medical 2024 Mendi 2024 Obelab 2024].

Dispositivo Func¢io Carac- Sensores Aplicacoes
(Empresa) Principal teristicas Téc-
nicas

Brite MKIII | Medigdo da | Capacete de | Sensores Aplicagoes

(Artinis) oxigenagao 300g, at¢ 27 | fNIRS me- | para monitora-
cerebral em | canais, opto- | dem hemo- | mento cerebral
tempo real, | des ajustaveis, | globina oxi- | em ambientes
flexivel e | corregdo  de | genada, deso- | variados, como
portatil. luz, Bluetooth, | xigenada e | idosos e crian-

sensor de mo- | total, optodes | ¢as em movi-
vimento (9 ei- | ajustaveis mento, uso em
X08). para  areas | combinagdo
corticais. com EEG e
tDCS.

Mendi (Mendi) | Treinamento | Faixa de ca- | Sensores Neurofeedback
cerebral por | beca, fNIRS | fNIRS para | para foco, re-
neurofeed- portatil, moni- | monitora- gulacdo emoci-
back, moni- | tora fluxo san- | mento do | onal, redugdo
toramento do | guineo e oxi- | cortex pré- | de estresse, e
fluxo sangui- | genagdo, com- | frontal  via | potencial me-
neo e oxige- | pativel com | luz infraver- | lhora no sono e
nagdo do cor- | apps (iOS/An- | melha, medi- | atencdo.
tex pré-fron- | droid), bateria | ¢do de fluxo
tal. de 5h. sanguineo e

oxigenacao.

NIRSIT Sistema de | Faixa de ca- | 24 fontes de | Estudos cogni-

(OBELAB) imagem bega, 204 ca- | luz com 32 | tivos, altera-
fNIRS porta- | nais, laser du- | detectores ¢oes metaboli-
til e leve, pro- | plo, 24 fontes | PIN fotodio- | cas, interfaces
jetado para | de luz, 32 de- | dos; Distan- | cérebro-com-
medi¢des do | tectores, varre- | cias entre | putador, deco-
cortex pré- | dura 32,552 | fontes de luz | dificagdo  de
frontal. Hz, mapea- | e detector de | estado afetivo,

mento 3D, ba- | 1.5cm, compativel
teria de | 2.12cm, 3 | com filtros
3000mAh. cm, 3.35 cm. | adaptativos e

algoritmos de
remogao de ar-
tefatos de mo-
vimento.

(=1
(%)
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5 Discussao

Os resultados provenientes da analise do estado da arte indicam que a utilizagdo da TA
e das ICCs pode representar uma solucdo promissora para auxiliar na inclusdo de tra-
balhadores com TDAH. Percebe-se que a aplicagao pratica dessas tecnologias, especi-
almente através de ferramentas de IA, como aplicativos de gerenciamento de tarefas e
assistentes virtuais, demonstra que ja existem solu¢des acessiveis para enfrentar difi-
culdades comuns no ambiente de trabalho, como desatencdo e problemas de organiza-
¢do. Essas tecnologias sdo capazes de automatizar processos que exigem aten¢ao pro-
longada e organizagdo, contribuindo diretamente para o auxilio de trabalhadores com
TDAH no enfrentamento dos desafios comuns da condi¢do, como desaten¢ao e dificul-
dades de planejamento. Esses achados corroboram a literatura existente que indica que
a IA pode complementar fung¢des executivas prejudicadas, promovendo o maior foco e
eficiéncia em tarefas didrias.

Além disso, compreende-se que as ICCs, especialmente através da utilizagdo do neu-
rofeedback, possuem grande potencial como alternativas terapéuticas para o controle
cognitivo. Com o monitoramento da atividade cerebral em tempo real e fornecimento
de feedback de forma imediata, essas tecnologias permitem a autorregulacéo cognitiva,
atuando na melhora da capacidade de concentragdo e controle da impulsividade. Esses
achados reforgam a aplicabilidade pratica dessas tecnologias, indicando que trabalha-
dores com TDAH podem se beneficiar diretamente de solugdes tecnoldgicas ja dispo-
niveis no mercado, o que pode transformar sua experiéncia profissional e melhorar a
inclusdo.

Nesse sentido, os dispositivos de neurofeedback podem ser aplicados de maneira
pratica no ambiente de trabalho, oferecendo suporte em diversas situagdes, especial-
mente para trabalhadores com TDAH. Por exemplo, ao monitorar a atividade cerebral
durante tarefas que exigem alta concentragao, esses dispositivos podem fornecer feed-
back imediato ao usuario, como alertas sonoros ou visuais sobre seus niveis de atengao.
Com isso, o trabalhador pode realizar ajustes rapidos para melhorar o foco e a eficién-
cia, ajudando a minimizar os efeitos da distracdo, caracteristicos do TDAH. Em ambi-
entes de trabalho com alta demanda cognitiva, o uso continuo de Neurofeedback pode
permitir que os profissionais identifiquem momentos de distragdo ou fadiga mental e
tomem medidas corretivas, como pausas estratégicas ou mudanca de tarefas, melho-
rando o desempenho global. Além disso, esses dispositivos podem ser integrados a pla-
taformas de trabalho, permitindo que gestores adaptem as atividades e cronogramas de
acordo com o desempenho cognitivo de cada funcionario, criando um ambiente de tra-
balho mais adaptado as necessidades de individuos com TDAH.

No entanto, é necessario reconhecer que o campo ainda enfrenta desafios significa-
tivos. Observa-se uma lacuna importante no uso dessas tecnologias voltadas para adul-
tos com TDAH, especialmente no ambiente de trabalho. A maioria dos estudos na area
concentra-se em populagdes infantis, limitando, dessa forma, a generalizacdo dos re-
sultados para contextos profissionais. O foco em criangas deve-se, em parte, ao fato de
que o diagnostico de TDAH geralmente ocorre durante a infancia, o que colabora para
uma maior disponibilidade de intervengdes voltadas para esse grupo. Por consequéncia,
a falta de dados mais solidos referentes a populagao adulta dificulta o desenvolvimento
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de tecnologias que abordem, de forma efetiva, o impacto do transtorno no contexto
laboral. Além disso, seria crucial que novas pesquisas abordassem como as tecnologias
de IA e ICCs podem ser adaptadas as necessidades especificas de diferentes setores de
trabalho, com um olhar direcionado para a produtividade e bem-estar dos trabalhadores
adultos.

Outro ponto a ser considerado ¢ a limita¢ao na avalia¢do dos efeitos de longo prazo
das intervengdes tecnologicas, com a maioria dos resultados focando em efeitos de
curto prazo. Estudos, como os de Souza et al. (2022), evidenciam a falta de evidéncias
robustas a longo prazo, o que torna mais desafiadora a avaliagdo dos impactos continuos
dessas tecnologias na vida adulta. Deduz-se que essa falta de estudos de acompanha-
mento a longo prazo ¢ uma limita¢@o que precisa ser abordada em futuras investigagoes,
visto que os beneficios dessas tecnologias podem variar ao longo do tempo e conforme
0 uso prolongado no ambiente de trabalho. Outro fator que se observa ¢ a elevada taxa
de subdiagnostico do TDAH em adultos. Estima-se que muitos adultos vivam com o
transtorno sem o diagnostico formal, o que impede a busca por tratamento adequado,
como ¢ apontado por Souza et al. (2023).

Por fim, nota-se a importancia da crescente disponibilidade de dispositivos remotos
de EEG e fNIRS, que representam uma oportunidade promissora para o tratamento de
TDAH. Esses dispositivos, anteriormente restritos a ambientes clinicos, estdo se tor-
nando mais acessiveis devido ao desenvolvimento de versdes portateis e vestiveis. Con-
tudo, ainda se observa que existem barreiras relacionadas ao custo elevado e a precisao
dos dados em ambientes ndo controlados, como o local de trabalho, o que limita sua
aplicac@o em larga escala nesse contexto. Embora esses dispositivos tenham potencial
significativo, seu uso em ambientes profissionais ainda enfrenta desafios, especial-
mente no que diz respeito a viabilidade financeira e a confiabilidade dos dados coleta-
dos fora de ambientes controlados. Além disso, a falta de pesquisas que avaliem a efi-
cacia desses dispositivos em contextos profissionais e a longo prazo gera incertezas
quanto a sua efetividade, o que pode dificultar sua ado¢do mais ampla.

6 Conclusao

Este estudo explorou o uso de tecnologias de IA e ICCs para promover a inclusdo de
trabalhadores com TDAH no ambiente de trabalho. A pesquisa partiu do problema cen-
tral de como essas ferramentas tecnologicas podem auxiliar no enfrentamento das difi-
culdades comuns associadas ao transtorno, como a desatengdo ¢ a falta de organizagao.

Com base na revisdo da literatura e nos avangos tecnoldgicos apresentados, perce-
beu-se que tanto a A quanto as ICCs oferecem solu¢des promissoras. A 1A, por meio
de assistentes virtuais e aplicativos de gerenciamento de tarefas, pode ajudar a automa-
tizar e otimizar a produtividade no ambiente de trabalho. Ja as ICCs, especialmente o
neurofeedback, demonstram potencial para melhorar o controle cognitivo e a concen-
tracdo, atuando diretamente nos sintomas do TDAH. Dessa forma, o presente estudo
destaca a viabilidade dessas tecnologias na promogao de acessibilidade para trabalha-
dores adultos com TDAH, uma area ainda pouco explorada, especialmente quando
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comparada ao numero significativo de estudos focados no contexto educacional de cri-
angas e adolescentes.

No entanto, limitagdes ainda existem, como a falta de estudos de longo prazo ¢ a
caréncia de pesquisas focadas na aplicacdo pratica dessas tecnologias em diferentes
setores. Para pesquisas futuras, sugere-se a avaliagdo mais detalhada dos impactos des-
sas tecnologias em contextos profissionais especificos, além de investigagdes que con-
siderem a eficacia dessas ferramentas ao longo do tempo. Também seria relevante ex-
plorar como essas solugdes tecnologicas podem ser adaptadas para atender a demandas
personalizadas de diferentes tipos de trabalho.

Para superar tais limitagdes, ¢ de fundamental importancia o investimento em estu-
dos longitudinais que acompanhem a evolugdo dessas tecnologias, com foco nas neces-
sidades especificas de pessoas com TDAH. Além disso, projetos-piloto em diferentes
areas profissionais seriam essenciais para testar a adaptabilidade e eficacia dessas solu-
¢des em cenarios reais. A colaboragdo entre pesquisadores, empresas e usuarios finais
com TDAH seré crucial para o desenvolvimento de ferramentas mais eficientes e per-
sonalizadas, capazes de atender as demandas desse grupo no ambiente de trabalho.
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Resumen. Este estudio presenta la evaluacion de Cogni-TV, una plataforma
en television digital interactiva diseflada para adultos mayores. La
investigacion se centra en aspectos de experiencia de usuario y
accesibilidad, empleando un muestreo aleatorio a conveniencia (n=5) en un
centro gerontoldgico ecuatoriano. Los resultados, basados en el Modelo de
Aceptacion de Tecnologia (TAM), indican una alta aceptacion de la
plataforma con puntuaciones superiores a 4/5 en facilidad de uso y utilidad
percibida. El estudio demuestra el potencial de la television digital
interactiva como medio para reducir la brecha digital en esta poblacion.

Palabras clave: Television digital interactiva, Experiencia de usuario,
Adultos mayores, Diseflo centrado en el usuario, Accesibilidad digital

1 Introduccion

La brecha digital representa un desafio significativo para los adultos mayores, quienes
frecuentemente encuentran barreras al interactuar con sistemas informaticos
convencionales. La Television Digital Interactiva (TVDi) emerge como una
alternativa prometedora, al ser un medio familiar y accesible en la mayoria de los
hogares.

Los adultos mayores enfrentan dificultades para interactuar con sistemas
informaticos, ya que estas herramientas suelen no estar disefiadas para abordar las
limitaciones propias del envejecimiento [1][2]. Esto puede generar resistencia al uso
de nuevas tecnologias en el hogar, ya sea por la falta de adaptabilidad a sus
necesidades cognitivas o porque perciben que estas tecnologias no ofrecen beneficios
significativos.

En contraste, la Television Digital Interactiva (TVDi) se presenta como un medio
accesible y familiar. Al ser un dispositivo comun en los hogares, la television


https://orcid.org/my-orcid?orcid=0000-0001-6689-8667
https://orcid.org/0000-0003-4441-3264
https://orcid.org/0000-0001-6041-9469
mailto:mjabasolo@lidi.info.edu.ar

Proceedings of JAUTI24 : XIII Iberoamerican Conference on Applications and Usability of Interactive Digital TV

desempena un papel central en la transmision de informacion, el entretenimiento y la
educacion [3][4]. La combinacion de television tradicional con aplicaciones
interactivas permite aprovechar dispositivos cotidianos para desarrollar contenido que
fomente la participacion activa del usuario [5].

En [6] se presenta el desarrollo de Cogni-TV, una plataforma de television digital
interactiva disefiada especificamente para juegos serios de estimulacion de memoria
para adultos mayores. Este estudio se enfoca en la experiencia de usuario y la
accesibilidad de la plataforma, aspectos fundamentales para garantizar la adopcion
tecnologica en esta poblacion.

El contenido del articulo se organiza de la siguiente manera: la seccion 2 describe
la plataforma Cogni-TV; la seccion 3 presenta el estudio de caso; la seccion 4
contiene los resultados; y la seccion 5 expone las conclusiones y el trabajo futuro de
la investigacion.

2 Cogni-TV

2.1 Disefo centrado en el usuario

El desarrollo de Cogni-TV se fundamenta en el disefio centrado en el usuario,
siguiendo las metodologias establecidas por Nielsen [7] para interfaces accesibles.
Este enfoque prioriza las necesidades y capacidades especificas del usuario final en
cada etapa del desarrollo.

Para satisfacer las necesidades y expectativas particulares de las usuarias, fue
fundamental seguir pautas de disefio adaptadas que facilitaran su interaccion con la
tecnologia. Con este enfoque [8], se creo el prototipo Cogni-TV, que integra diversos
juegos serios para ofrecer una experiencia accesible y amigable. Las caracteristicas
clave consideradas incluyeron:

- Personalizacion de la tematica.

- Adaptabilidad en la dificultad.

- Interfaz amigable y comoda.

- Registro de preferencias y progreso.
- Accesibilidad a través del televisor.

Ademas, se incorporaron recomendaciones ampliamente aceptadas en materia de

accesibilidad:
- Uso de un tamaifio de letra grande y legible.
- Fuentes claras, con maytsculas y mintsculas.
- Espaciado adecuado entre elementos de la interfaz.
- Pocos llamados a la accion en pantalla.

2.2 Arquitectura

Cogni-TV implementa una arquitectura modular basada en Android (Figura 1) que
incluye:

e  Web View: Muestra juegos terapéuticos y contenido interactivo en la TV con
fluidez.
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e  Servidor Backend (PHP): Maneja la 16gica de negocio y conecta la interfaz
con la base de datos.

e  Framework de Interfaz (Bootstrap): Adapta la interfaz a diferentes
dispositivos con disefio responsivo.

e  Libreria de Interactividad (jQuery): Proporciona animaciones y dinamismo
en los juegos.

e  Base de Datos (MySQL): Guarda datos de pacientes y genera reportes para
seguimiento terapéutico.

DISENO DEL PROTOTIPO

BASE DE DATOS ADMIN

N
— [ WEBVIEW
ANDROID

android

REPOSITORIO 3 USUARIO
JUEGOS

Figura 1. Componentes de la Arquitectura Cognit-TV

2.3 Juegos
Se seleccionaron los siguientes juegos para incluir en la plataforma CogniTV:

Palabra Misteriosa. Este juego esta orientado a estimular la memoria verbal y la
asociacion semantica a través del reconocimiento progresivo de palabras. La dinamica
consiste en descubrir una palabra oculta seleccionando letras sugeridas en pantalla.
Cada acierto revela una parte de la palabra, mientras que los errores se registran. El
juego incorpora niveles de dificultad ajustables y estimulacion visual y auditiva. Su
principal aporte reside en reforzar la memoria de trabajo, la recuperacion léxica y la
atencion sostenida, funciones cognitivas que suelen mostrar deterioro en personas
mayores con signos de deterioro cognitivo leve o enfermedad de Alzheimer en etapas
tempranas. Al involucrar al usuario en un proceso activo de deduccion lingiiistica, se
promueve el mantenimiento de las habilidades verbales y semanticas en un entorno
ludico y accesible.
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Emparejamiento de Cartas. Se presenta un conjunto de cartas dispuestas boca
abajo, cada una con una imagen especifica. El jugador debe girar dos cartas por turno
con el objetivo de encontrar pares coincidentes, recordando las posiciones
previamente reveladas. El nivel de dificultad puede ajustarse variando la cantidad de
cartas en juego. Este juego estimula la memoria de corto plazo, la orientacion espacial
y la concentracion, favoreciendo el desarrollo de estrategias cognitivas para la
recuperacion de informacidon visual. Ademds, permite mantener la mente activa
mediante tareas que requieren rapidez mental y precision, aportando beneficios tanto a
nivel cognitivo como emocional, al generar sensacion de logro en los usuarios.

Banderas Locas. Disefiado para activar la memoria asociativa y la atencion
visual, este juego propone el reconocimiento de banderas de diferentes paises junto
con la seleccion del nombre correspondiente entre varias opciones. La actividad se
apoya en estimulos visuales nitidos y pistas auditivas opcionales para facilitar el
proceso de asociacion. A través de este ejercicio se fortalece la memoria semantica y
la flexibilidad cognitiva, al exigir que el usuario recupere conocimientos geograficos
previos y los relacione con imagenes especificas. Su disefio no solo promueve el
refuerzo de la memoria visual-verbal, sino que también brinda una oportunidad para
la interaccion con contenidos de cultura general, lo cual enriquece la experiencia del
adulto mayor desde una perspectiva ludica, educativa y cognitiva.

3 Estudio del Caso

3.1 Diseiio del Estudio

Se implementd un estudio exploratorio utilizando muestreo por conveniencia, tal
como sefiala [9]. Este enfoque, respaldado por Bernard [10], resulta apropiado para
evaluaciones preliminares de sistemas interactivos donde se busca comprender en
profundidad la experiencia del usuario. Como sefialan otros autores [11], este método
permite una evaluacion profunda de la interaccion usuario-sistema, especialmente en
fases exploratorias. Mientras que otros autores como Yang [12] [13], respaldan su uso
en estudios piloto donde la retroalimentacion cualitativa detallada es prioritaria sobre
la generalizacion estadistica.

3.2 Participantes

La intervencion fue en el Centro Gerontologico Dr. Arsenio de la Torre Marcillo en la
ciudad de Guayaquil en Ecuador, de atencion ambulatoria que trabaja con cerca de
700 adultos mayores. Dentro del Centro Gerontologico existe una clasificacion de
grupos, reunidos segiin condiciones fisicas y mentales. Asi, se conformaron Grupos
A, B y C. El grupo B se subdividié en B1 y B2 debido a que la mayoria de los
usuarios reunian caracteristicas segun la habilidad mental (Tabla 1).
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Grupo A Grupo B1 Grupo B2 Grupo C
Adultos mayores Adultos mayores Adultos mayores Adultos mayores
entre 65 a 70 afios. entre 70 y 80 de 70 afiosomas. de 70 afios 0 mas.

afos.
Que permanecen Independientes Que presentan un Con dependencia
activos. fisicamente. leve deterioro fisica total.
sensitivo (vision y
audicion
reducida).
Son Con un leve Menor resistencia Mayor deterioro
independientes. deterioro a la actividad sensitivo.
cognitivo. fisica, movilidad
reducida.
Presentan mayor Se mantienen Moderado O severo deterioro
iniciativa y activos a partir de  deterioro cognitivo.
exigencias. iniciativas cognitivo.
presentadas  por
otros.

La evaluacion para la aceptacion de la plataforma Cogni-TV se realizé a través de
una prueba piloto. La muestra fue seleccionada por el departamento de
neuropsicologia del Centro Gerontoldgico identificando y asignando a un conjunto de
7 usuarios del grupo B2, basado en su condicion cognitiva de etapa en fase preclinica
de Alzheimer de los cuales 5 firmaron la carta de consentimiento para formar parte de
la investigacion al momento de realizar la charla y explicar el proceso a seguir.

La distribucion por género fue igualitaria, es decir, el 100% fue conformado por
mujeres, quienes afirmaron no tener conocimiento de la television interactiva y que
los juegos de memoria los realizaban de forma manual. Aunque este tamafio muestral
limita la generalizacién estadistica [14], permite una exploracion detallada de la
experiencia de usuario.

3.3 Instrumentos de Evaluacion

Para la presente investigacion se emplearon tres instrumentos principales que
permitieron evaluar tanto la aceptacion tecnoldgica como el desempefio cognitivo de
las participantes, asi como recoger percepciones cualitativas sobre la experiencia de
uso. Las mismas se enumeran a continuacion:

1. Modelo de Aceptacion de Tecnologia (TAM)

2. Entrevistas semiestructuradas ad-hoc

3. Prueba MiniCog: Evaluacion inicial y final del desempefio cognitivo

En primer lugar, se utilizé el Modelo de Aceptacion de la Tecnologia (TAM), el
cual fue desarrollado por Fred Davis en 1989 [15]. El interés de este modelo es
conocer las percepciones de facilidad de uso y la utilidad que puede obtener el usuario
al utilizar un sistema y determinar la intension de uso de este [16].
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En segundo lugar, se aplicaron entrevistas semiestructuradas ad-hoc, disefiadas
especificamente para este estudio. Estas entrevistas se realizaron en formato grupal al
finalizar la etapa de intervencion, con el objetivo de obtener informacion cualitativa
complementaria respecto a la usabilidad, percepcion de valor, barreras tecnologicas y
sugerencias de mejora por parte de las participantes. Se formularon tres preguntas:

P1. ;Cuales son los aspectos mas importantes de Cogni-TV?
P2. ;Encontré alguna dificultad al usar el televisor para interactuar con Cogni-TV?
P3. ;Puede indicar observaciones o sugerencias para mejorar Cogni-TV?

Finalmente, se utilizé la prueba MiniCog como instrumento clinico para evaluar el
desempefo cognitivo de las usuarias antes y después del periodo de uso de la
plataforma. Esta prueba, recomendada por el Departamento de Neuropsicologia del
centro gerontoldgico, consta de dos componentes: la evocacion de tres palabras y el
test del reloj, los cuales permiten valorar la memoria y la funcion ejecutiva,
permitiendo observar posibles variaciones en el desempefio cognitivo a lo largo del
estudio.

34 Protocolo de Intervencion

La intervencion tuvo una duracion de ocho semanas consecutivas, durante las cuales
cada participante completé dos sesiones de 20 minutos en total por semana en una
sala privada del Centro Gerontoldgico. Durante estas ocho semanas, correspondientes
a agosto y septiembre de 2024, el entrenamiento cognitivo se llevé a cabo utilizando
un televisor Android de 32 pulgadas, operado mediante un control remoto tipo air
mouse.

Durante cada sesion, los participantes interactuaron con los tres juegos cognitivos
incluidos en la plataforma Cogni-TV, completando la secuencia completa de
actividades. Al inicio de cada sesidn, los usuarios iniciaban sesion con credenciales
individuales y podian seleccionar el orden en que deseaban jugar. Cada juego se
ejecutaba durante cinco minutos, brindandose asistencia limitada tinicamente cuando
era solicitada, con el fin de fomentar la interacciébn autéonoma. A pesar de las
preferencias individuales por determinados juegos, todos los participantes
completaron los tres juegos en cada sesion.

4  Estudio del Caso

La Figura 2 ilustra a las usuarias interactuando con la plataforma desde un televisor,
utilizando un control remoto basico. Por la funcionalidad Web View, pudieron
navegar e iniciar cada juego de manera sencilla, lo que demuestra la accesibilidad de
la interfaz y su adecuacion a las capacidades tecnoldgicas del publico objetivo.
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Fig. 2. Usuarias interactuando con la Plataforma Cogni-TV

En la Tabla 2 se observan las respuestas de cada participante a preguntas clave
basadas en el modelo TAM. Cada dimension del TAM se evaliia mediante una escala
Likert de 1 a 5, donde 1 es “totalmente en desacuerdo” y 5 es “totalmente de
acuerdo”. Al final se incluye un promedio para cada pregunta, facilitando la
interpretacion general.

Estos resultados, si bien son limitados por el tamafio muestral, sugieren una alta
aceptacion de la plataforma. Los estudios cualitativos con muestras pequefias [17]
pueden proporcionar insights valiosos sobre la experiencia de usuario.

Tabla 2. Resultado de encuesta TAM

Dimension  Cod. Pregunta Ul U2 U3 U4 U5 Promedio
Facilidadde FUP  ;Te ha resultado facil usar 5 4 5 5 5 4.8
Uso la plataforma en un
Percibida televisor?
Utilidad UP  ;Considera que los 4 3 5 4 5 4.2
Percibida ejercicios le han ayudado a

mantener su memoria?
Actitud AU  ;Te has sentido satisfecha 5 5 5 5 5 5
hacia el Uso usando Cogni-TV  para

practicar  ejercicios  de

memoria?
Intencionde  IUF  ;Te gustaria seguir 5 5 5 4 5 4.8
uso futura utilizando Cogni-TV en la

television para practicar
ejercicios de memoria?

En la tabla 3 se muestra el restultado de la prueba MiniCog. Si bien el analisis
clinico no forma parte del alcance de esta investigacion,el informe de la
neuropsicéloga del centro sefiala que, de los cinco usuarios evaluados, cuatro
presentaron una mejora de un punto (+1) en su rendimiento cognitivo tras la
intervencion. Sélo uno de los participantes (usuario 3) mantuvo su puntuacion inicial,
sin evidenciar cambios significativos, esto se debid a factores como la variabilidad
individual en la plasticidad cognitiva por accidente doméstico. Los participantes
mostraron adherencia a la actividad y una actitud positiva durante las sesiones.La
mejora observada en los usuarios 1,2, 4 y 5 indica que la intervencién tiene un
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impacto leve favorable en la cognicion. Estos hallazgos clinicos respaldan el uso de la
plataforma como herramienta de apoyo, y si el programa fuera extendido por un
periodo mayor, es probable que se obtengan resultados atn mas significativos en
términos de mantenimiento o mejora de la capacidad cognitiva en esta poblacion.

Tabla 3. Resultados de la Prueba MiniCog (Pretest vs. Postest).

ID Edad Género Puntaje MiniCog Puntaje MiniCog  Diferencia
del (Pretest) (Postest)
usuario 3 puntos 2 puntos
Ul 75 F 4 5 +1
U2 78 F 2 3 +1
U3 73 F 3 3 0
U4 78 F 3 4 +1
Us 71 F 4 5 +1

Las respuestas obtenidas a las preguntas anteriores complementaron y reforzaron
los resultados del cuestionario TAM.
R1. Los usuarios expresaron que se sienten comodos al jugar en el televisor por la
visualizacion de los juegos en grande.
R2. Los usuarios mencionaron la necesidad de que el control remoto que opera el
televisor esté configurado para responder con un tiempo de reaccion mas lento. Una
calibracion mas pausada optimiza la experiencia, especialmente para adultos mayores,
quienes pueden beneficiarse de una interfaz de respuesta gradual que se adapte a sus
necesidades motoras y de tiempo de reaccion.
R3. Las usuarias sugieren colocar mas ejercicios para seguir jugando.

5 Conclusiones

El estudio se centré6 en evaluar la aceptacion y adopciéon de una plataforma de
ejercicios con juegos serios basada en television digital interactiva, disefiada para el
entorno doméstico y orientada al estimulo cognitivo en adultos mayores con la
intencion de apoyar al ralentizaje en la pérdida de la memoria. Su objetivo principal
fue mejorar la calidad de vida de los usuarios mediante una interfaz accesible,
intuitiva y familiar.

Los resultados reflejan aceptacion de la tecnologia, evidenciando que el uso del
televisor en actividades cognitivas es una alternativa viable para su integracion en la
vida cotidiana de los adultos mayores. A medida que avanzaban en las sesiones, los
participantes mostraron una mejora en su agilidad y destreza tecnoldgica, lo que
resalta el potencial de la plataforma para fortalecer habilidades cognitivas y digitales.

Ademas, el estudio explord el papel de la television como medio para reducir la
brecha digital en esta poblaciéon. Se confirmé que Cogni-TV es una buena alternativa
como terapia no farmacolodgica, lo cual refuerza la viabilidad de la television digital
interactiva como herramienta de inclusion tecnologica para adultos mayores.
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En conclusion, los hallazgos sugieren que la television digital interactiva no solo es
un canal efectivo para el entrenamiento, sino también un puente hacia la
alfabetizacion digital en esta poblacion con el objetivo de ayudar en el ralentizaje de
la pérdida de la memoria. Como trabajo futuro, se propone evaluar la plataforma en
tabletas y teléfonos moviles, permitiendo una comparaciéon de la experiencia de
usuario en distintos dispositivos y analizando su usabilidad, flexibilidad y
accesibilidad en cada caso.
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Resumen. Se describe la implementacion de un programa de ejercicios fisicos
mediante tecnologia Smart TV y la plataforma Plex, adaptado a las necesidades
de una poblacion de adultos mayores en Ecuador. La propuesta plante6 una
intervencion no presencial, supervisada por fisioterapeutas, que facilita la
adherencia a los ejercicios orientados a mejorar la movilidad y reducir el riesgo
de caidas. El programa incluyé videos de ejercicios fisicos coordinativos y
condicionales. La efectividad fue evaluada con herramientas funcionales como la
escala de equilibrio Tinetti y el test Timed Up and Go, mientras que el Test
Self-Assessment Manikin (SAM) permiti6 analizar el impacto emocional y
cognitivo en los participantes. Para validar la propuesta, se aplicd el Modelo de
Aceptacion Tecnoldgica (TAM) y se realizaron pruebas con expertos mediante el
método Delphi, consolidando la intervencion como una herramienta innovadora y
eficaz en la promocion de la salud y la prevencion de caidas en adultos mayores

Palabras claves: Plex — Smart TV - Ejercicios — Evaluacion Geriatrica- Calidad
de Vida

1 Introduccion

Aproximadamente un tercio de las personas mayores de 65 afios que se consideran
independientes y auténomas sufre al menos una caida al afio [1]. Dado el impacto
social de este problema, se han estudiado diversos métodos de intervencion para
prevenirlo [2]. Actualmente, existe una creciente demanda de programas accesibles y
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de intervenciones no presenciales, impulsada por el avance de las soluciones de salud
digital [3]. Esto subraya la necesidad de desarrollar aplicaciones que brinden servicios
de apoyo domiciliario para el cuidado de adultos mayores que optan por envejecer en
sus hogares [4].

Investigaciones previas han demostrado que las personas mayores prefieren realizar
ejercicios en casa y que aquellos que incluyen actividades de equilibrio, fortalecimiento
muscular y coordinacién se asocian con una mayor adherencia [5]. En este contexto, la
rehabilitacion domiciliaria asistida por medios audiovisuales presenta multiples
beneficios. Por un lado, promueve la participacion de los pacientes [6]; por otro, reduce
costos, mejora la eficiencia y facilita el acceso equitativo a la atencidn, especialmente
para adultos mayores con enfermedades cronicas que viven en areas remotas o tienen
movilidad limitada [7]. Ademas, esta modalidad permite personalizar los planes de
rehabilitacion y garantizar la continuidad del cuidado. Un enfoque personalizado de
rehabilitacion puede promover mejoras significativas en el equilibrio, la marcha y la
movilidad en adultos mayores, reduciendo asi el riesgo de caidas [8]. Ademas, estudios
como el de [9] han reportado una alta satisfaccion y mejoras en el bienestar emocional
en adultos mayores que participaron en programas de ejercicios en linea.

En este articulo, la Seccidn 2 describe la propuesta de un programa de rehabilitacion
de adultos mayores mediante videos y Smart TV. La Seccién 3 describe el estudio de
caso. Los resultados de esta intervencion se presentan en la Seccion 4. Finalmente, en
la Seccion 5 se resumen las conclusiones.

2 Programa de rehabilitacion mediante videos y Smart TV

El sistema de rehabilitacion propuesto utiliza videos de ejercicios fisicos para mejorar
la marcha y reducir el riesgo de caidas en adultos mayores. Para ello, se emplea la
plataforma Plex junto con un NAS (Network Attached Storage), que es un dispositivo
de almacenamiento en red que centraliza los videos de ejercicios, permitiendo que la
plataforma Plex los organice y los distribuya a los Smart TV de los usuarios.

Esta seccion se divide en dos partes:

2.1  Infraestructura tecnologica con Smart TV y Plex

La Figura 1 ilustra la arquitectura del sistema, donde un servidor Plex y un NAS
trabajan en conjunto para garantizar que los usuarios puedan acceder a los videos de
ejercicios desde cualquier Smart TV conectado a la red. El Programa Digital,
representado en la figura, se refiere a la infraestructura tecnoldgica que permite
almacenar, organizar y distribuir los videos de ejercicios de manera accesible y
personalizada.

En este esquema, un administrador es responsable de gestionar la plataforma,
asegurando que el contenido esté actualizado y adaptado a las necesidades de cada
usuario. Para ello, se basa en evaluaciones realizadas por fisioterapeutas, quienes
determinan el nivel de riesgo de caida y los ejercicios més adecuados. Con esta
informacion, el administrador organiza los videos en la plataforma Plex, permitiendo
que cada usuario acceda a un programa de ejercicios personalizado desde su Smart TV.
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Fig 1. Programa Digital con Tecnologia Smart TV y Plex

2.2  Biblioteca de ejercicios para reducir el riesgo de caidas

El sistema cuenta con una biblioteca de 27 videos de ejercicios en alta definicion
(1920x1080 pixeles, formato MP4), disefiados en colaboracion con docentes
fisioterapeutas de la Universidad Catoélica de Santiago de Guayaquil. Estos videos
incluyen ejercicios progresivos enfocados en mejorar la movilidad, la fuerza muscular
y el equilibrio, adaptandose a las necesidades individuales de los adultos mayores.
Cada usuario accede a un conjunto de ejercicios especifico seglin su evaluacion previa,
asegurando un programa adecuado a su condiciéon fisica y reduciendo el riesgo de
caidas.

3 Estudio de caso

3.1 Disefio de estudio de caso

Se realizd un estudio de tipo longitudinal, descriptivo y observacional.

El programa de intervencion, desarrollado entre junio y noviembre de 2023 con una
duracion de 24 semanas, inici6 con 16 adultos mayores independientes, con edades
comprendidas entre los 65 y 77 afios, pertenecientes al Centro Gerontologico Dr.
Arsenio de la Torre Marcillo. Sin embargo, durante ese mismo afio, Ecuador enfrento
una crisis energética ocasionada por una combinacién de factores como la sequia
severa, el escaso mantenimiento de la infraestructura eléctrica y el aumento en la
demanda de energia, lo cual provocd cortes recurrentes de suministro eléctrico. Esta
situacion impidi6é que varios participantes accedieran a los dispositivos necesarios para
continuar con las sesiones, lo que derivd en su desercion. Como resultado, inicamente
10 adultos mayores completaron la investigacion.

Esta contingencia, derivada de factores externos no controlables, influyo
negativamente en la continuidad del programa. Si bien la propuesta fue disefiada para
facilitar la adherencia mediante el uso de tecnologia doméstica, las limitaciones
logisticas derivadas de los cortes eléctricos afectaron la participacion continua. Esta
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situacion, junto al reducido tamafio de la muestra (n = 10), restringe la generalizacion
de los resultados y se reconoce como una debilidad metodologica del presente trabajo.

Para validar la propuesta, se consulté a 30 profesionales de la salud, de los cuales 19
expertos en geriatria y rehabilitacion aceptaron participar. Todos los participantes
firmaron un consentimiento informado, y el estudio se llevd a cabo conforme a los
principios éticos establecidos en la Declaracion de Helsinki [10]. Asimismo, el
protocolo fue aprobado por la Junta de Revision Institucional de la Universidad
Catolica de Santiago de Guayaquil, garantizando el cumplimiento de las normativas
éticas vigentes.

3.2 Instrumentos

Para evaluar la movilidad y el equilibrio de los adultos mayores, se emplearon la escala
de Tinetti, que consta de dos dimensiones: equilibrio y marcha [11], y la prueba Timed
Up And Go (TUP) para registrar la velocidad de la marcha [12]. Por otro lado, para
valorar la respuesta emocional ante la practica de ejercicios a través de television
digital interactiva, se utilizo el cuestionario Self-Assessment Manikin (SAM), el cual
evalua las emociones mediante pictogramas humanoides [13]. Para seleccionar a los
expertos se realizd una validacion mediante el método Delphi [14], y finalmente la
aceptacion y utilidad de esta propuesta por expertos se evalué mediante el Modelo de
Aceptacion Tecnoldgica (TAM), que analiza los factores que influyen en la intencion
de uso de una tecnologia [15].

3.3  Protocolo de Intervencién y Validaciéon

La intervencion consistié en un programa de ejercicios fisicos condicionales enfocados
en el desarrollo de fuerza, resistencia, velocidad y flexibilidad, fundamentales para
mantener la independencia y ejercicios coordinativos para trabajar la coordinacion, el
equilibrio para prevenir caidas y garantizar una movilidad segura en los adultos
mayores.

El programa tuvo una duracion de 29 sesiones, realizadas dos veces por semana, con
una duracion de 60 minutos por sesion, incluyendo intervalos de descanso de 2
minutos. Cada sesion incluyo la reproduccion de 9 videos seleccionados segun el riesgo
de caida por participante. Durante las primeras 15 sesiones, un fisioterapeuta estuvo
presente para garantizar la correcta ejecucion de los ejercicios, realizar ajustes y
supervisar el desempefio de los sujetos. Ademas, el investigador principal estuvo
presente durante las sesiones y se encargd de grabar el proceso de intervencion, con el
proposito de documentar y garantizar la fidelidad en la implementacion del programa.

Para evaluar la efectividad de la intervencion, se realizaron mediciones supervisadas
por fisioterapeutas en tres momentos clave: inicio (T1), mitad (T2) y final (T3). Se
emplearon las escalas Tinetti y TUG para valorar el equilibrio y la marcha, ademas del
SAM para conocer la experiencia de los participantes con el programa. En este
contexto la dimension de Valencia (Placer o Agrado) indica en qué medida los
participantes percibieron la aplicacion como agradable de usar, la dimension de
Arousal (Activacion) mide el nivel de excitacion o estimulacion generado durante su
uso, y la dimension de Dominancia (Control) refleja la sensacién de control que los
participantes tuvieron sobre la interaccion con la aplicacion.
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En cuanto a la validacion de la propuesta del estudio, de los 19 expertos inicialmente
seleccionados, solo 11 alcanzaron un Coeficiente de Competencia Experta (K)
clasificado como alto (igual o superior a 0.8), cumpliendo los criterios establecidos por
el método Delphi para su inclusion en la aplicacion del cuestionario TAM.

4 Resultados

Los resultados de las evaluaciones aplicadas en el estudio fueron almacenados en un
archivo de Excel. Posteriormente, estos datos fueron analizados mediante el software
estadistico SPSS version 22.0, realizando comparaciones entre las mediciones en T1,
T2 y T3 para evaluar los cambios durante el tiempo que se desarrollé el programa de
intervencion. Se llevo a cabo un andlisis descriptivo de los datos y se evalud su
normalidad. Para los datos con distribucion normal, se empled la prueba t de Student,
mientras que para los datos no paramétricos se utiliz6 la prueba de Wilcoxon. En todos
los casos, se consider6 un valor de p < 0.05 como estadisticamente significativo.

La muestra de investigacion estuvo constituida por 4 varones y 6 mujeres que
representaron el 40% y 60% respectivamente. La edad de los investigados comprendid
entre los 65 a 77 afos con una media de 73,3+3,62.

En la Tabla 1 los resultados de la Escala de Tinetti mostraron un aumento
significativo en los puntajes entre T1 y T2 (2,40 = 2,06, p 0,011) y entre T1 y T3 (3,80
+ 2,65, p 0,007). De igual manera, la prueba TUG mostré una disminucion significativa
en los tiempos desde T1 a T2 (1,14 £ 0,63, p <0,001) y desde T1 a T3 (2,17 £ 0,93, p <
0,001).

Tabla 1. Comparacion de las herramientas funcionales: media + DE y valor-P

. (T1)-(T2) (T1)-(T3) (T2)-(T3)
Herramientas
Funcionales MEDIA: *Valor-p MEDIA= *Valor-p MEDIA= *Valor-p
DE DE DE
Escala de 2,4042,06 0,011  3,8042,65 0,007 140189 0,059
Tinetti
T‘mescf)p and 141063 0,000  2,174#0,93 0,000  1,02+0,63 0,001

En relacion al nivel de satisfaccion del uso de la television digital interactiva, los
resultados del Test SAM (Tabla 2) mostraron un aumento significativo en la dimension
de Activacion entre T1 y T3 (1.70 £ 1.25, p 0.011), indicando que con el tiempo los
participantes se sintieron mas estimulados al interactuar con el programa. De manera
similar, se observé un aumento significativo en la dimension de Control entre T1 y T3
(1.20 £ 1.22, p 0.016), reflejando una mayor percepcion de dominio sobre el uso de la
plataforma. Sin embargo, no se encontraron diferencias significativas en la dimension
de Agrado, lo que sugiere que la satisfaccion general con el programa se mantuvo sin
cambios entre las evaluaciones.

El TAM (Figura 2) evidencia una valoraciéon muy positiva de la tecnologia. Con una
puntuacién promedio de 4,98 en utilidad, 4,91 en facilidad de uso y 4,70 en intencion
de uso, los resultados indican una clara aceptacion por parte de los participantes
expertos.
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Tabla 2. Dimensiones del Test SAM

(T1)-(T2) (T1)-(T3) (T2)-(T3)
Dimensiones  MEDIA+ % MEDIA+ « MEDIA+ «

DE Valor-p DE Valor-p DE Valor-p

Agrado 1,20+1,75 0,057 1,40+1,64 0,026 0,20+£0,63 0,317
Activacion 0,30+1,56 0,564 1,70+1,25 0,011 1,40+£0,96 0,010
Control 0,60+0,84 0,063 1,20+1,22 0,016 0,60+0,84 0,063

498
491
4,70
B Utilidad Percibida ™ Facilidad de Uso Percibida M Intension de uso

Fig. 2 Resultados del TAM

5 Conclusiones

Este estudio presentd un programa de rehabilitacion domiciliaria para adultos mayores,
empleando videos y tecnologia mediante Smart TV y la plataforma Plex. Los
resultados mostraron mejoras significativas en marcha, equilibrio y movilidad. El
cuestionario SAM se presentd en su version clasica y los adultos mayores
comprendieron sin dificultad la escala y los dibujos, lo que permitié obtener
mediciones precisas sobre su experiencia con el programa. En este sentido, la
activacion emocional emergidé como un factor clave, evidenciando progresos
consistentes en la percepcion de control y motivacion a lo largo de la intervencion. Los
expertos evaluaron positivamente el uso de esta tecnologia, destacando su eficacia y
aceptacion como herramienta para facilitar la continuidad del tratamiento. Los
hallazgos subrayan la efectividad de las actividades fisicas apoyadas en recursos
audiovisuales, al tiempo que enfatizan la necesidad de intervenciones prolongadas para
sostener los beneficios. En conjunto, estos resultados destacan la relevancia de
programas personalizados como el propuesto, que no solo contribuyen a la mejora de
capacidades fisicas, sino que también promueven el bienestar integral de los adultos
mayores. Asimismo, la reutilizacion de dispositivos cotidianos, como Smart TV y
aplicaciones de streaming como Plex, demuestra su potencial para transformar la
rehabilitacion funcional en una experiencia mas accesible, personalizada y eficiente. Al
integrar la terapia en el entorno del hogar, se optimizan los recursos sanitarios y se
fomenta el empoderamiento de los pacientes, convirtiéndolos en agentes activos de su
propio proceso de recuperacion.
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Abstract. This paper presents a usability evaluation of a medium-fidelity proto-
type for a platform designed to aggregate shared memories (including audiovis-
ual contributions) of cultural heritage through storytelling, supported by Artifi-
cial Intelligence (Al) tools. The goal was to assess the prototype’s compliance
with usability principles and heuristics to identify and address issues before
conducting field trials with end users. The study was divided into three phases.
The first phase involved benchmarking prototyping and testing tools for design-
ing and evaluating digital products, focusing on their features and analytics ca-
pabilities. The second phase focused on optimizing the medium-fidelity proto-
type, developed in Figma, according to Design and Usability principles and
abiding by Google Material Design guidelines. In the third phase, the Figma
prototype was migrated to the Quant-UX tool for a heuristic evaluation con-
ducted with five experts in a laboratory setting. Based on this, the experts pro-
vided recommendations for enhancing both visual and textual communication
regarding the platform structure and some interactions.

Keywords: Human-Computer Interaction; Usability principles; Heuristic-Based
Evaluation; Expert Review; Prototyping Tools; Mobile Platform.

1 Introduction

The current society is defined by constant digital interaction and sharing of personal
experiences, particularly on social media. Mobile phones have become essential to
our need for instant, continuous connection. Unlike computers, they seamlessly
integrate into our daily tasks, enabling a fluid and uninterrupted user experience [1].
In this context, the Polariscope R&D project emerges as an innovative solution,
proposing a collaborative content-sharing platform based on collective memories
enhanced by artificial intelligence (AI) [2]. Its objective is to connect citizens and
institutions to enrich and preserve these records for future generations [3]. As a
mobile platform, Polariscope leverages the locative aspect of recording real-time
experiences related to cultural heritage and events, enabling users to capture the
emotions of moments as they unfold. When shared on the Polariscope platform, these
multimedia records about cultural celebrations and thematic events can be
incorporated into stories that combine multiple perspectives of the experience. Thus,
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this mobile platform aims to foster remembrance while encouraging ongoing
enrichment through the continuous sharing of content driven by social dynamics.

A mobile-first approach must account for the unique characteristics of mobile
devices, such as smaller screens and touch-based interactions. These factors directly
influence interface prototyping and design, ensuring an optimized user experience for
mobile contexts [4]. Consequently, adhering to usability standards is vital for
promoting high-quality, effective user interfaces that guarantee satisfying user
experiences. When developing a mobile solution, following these standards helps
ensure that the final product is intuitive, efficient, and accessible, ultimately
increasing user satisfaction and market acceptance. Conducting expert and user
testing throughout the prototyping process is also essential to identify and solve
interaction issues, ensuring a positive experience for the target audience [5].

The study presented in this article focuses on optimizing a prototype and
conducting a heuristic review with experts to identify key usability issues before field
evaluation with end users. In this context, the study draws on the four principles of
human-centered design [6] — people-centered; solving the right problem; everything
is a system,; small and simple interventions — as well as validated standards for the
development of user-centred interactive systems, namely ISO 9241-210 [7].
Furthermore, the foundational 10 Nielsen heuristics [8] were applied, complemented
by industry-specific guidelines that undergo continuous improvement, particularly
those tailored for mobile devices, such as Google’s Material Design system!.

The document is structured into four sections: the first provides context for the
research domain; the second outlines the methodology, detailing each phase; the third
presents the results; and the fourth concludes with a summary of the study and future
work.

2 Methodology

2.1  Phase 1: State of the Art of Prototyping and Evaluation Frameworks

The first phase involved a review of the state of the art in frameworks for medium-
fidelity prototyping and prototype evaluation of mobile applications. The objective
was to identify the tools to be adopted in the prototyping and expert evaluation phases
of the Polariscope platform prototype. The sample was based on research using the
following keywords: prototyping, design, mockups, interfaces, evaluation,
collaborative work, usability, and heatmaps. The identified platforms were ranked
according to their popularity and number of users, prioritizing those with robust
prototyping and evaluation features. This selection process resulted in a list of 12
platforms. The selection criteria for the sample focused on tools that support both
prototyping and evaluation of mobile application prototypes. For comparative
analysis, a detailed investigation of each framework was conducted by consulting and
examining online documentation provided by developers and user feedback. The

! Google Material Design: https.://m3.material.io/
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study evaluated key aspects such as robustness, flexibility, ease of use, compatibility
with mobile devices, and the ability to generate usability metrics, ensuring a
consistent and relevant comparison (see Figure 1).

Optimal 5 5 .
MMM“ S ﬂ
v v v x x x x v

Unlimited prototypes x v v v
and tests
Visual Prototype Editor x v x v v v x x x v o7
Design Systems x x x x v x v x x x v v
Unlimited teams v v v x x x v v v v v v
Heat maps v X x x x x x x v x x x
Screen recordings v x x v x x x v v v x x
Task analysis v v v x x x v v v x x x
Wireframe templates x v x x v v v x x x v v
i0S templates. x x x v v x x x x x x v
Material Design x x x x v x s * * % v v
templates
Bootstrap templates x x x x v x x x x x x v
Click Heat Maps v v x x x x x x v x x x
Mouse Heat Maps v v x x x x x x v x x x
User Journeys v x v x x x v v v v x v
Fontimport x v x v v v v x x x v v
Public sharing v v v v v v v v v v v v
Comments x v v v v v v v x v v v
Team collaboration v v v v v v v v v v v v
Supports MP4 files x x v x x x v v x x
MacOs,
Operating system Web-based ~ Web-based ~ Web-based WV:L'{';::’:;' l;“:;(zsp vgiﬁsfv; ﬁ,iigvsv; Web-based ~Web-based ~Web-based ~ Web-based W;::::::“'
Desktop esktop Desktop
Pricing plans Paid Free Freemium Paid Paid Paid Paid Paid Paid Paid Free Freemium

Fig. 1. Comparison of features of prototyping and evaluation frameworks.

Based on the comparative analysis presented in Figure 1, two options were
highlighted as the most suitable: Figma® for prototyping and Quant UX? for
evaluation, as both tools offer specialized and advanced features for their respective
stages of prototype development.

2.2 Phase 2: Optimization of prototype components according to usability
guidelines

The second phase focused on optimizing the medium-fidelity prototype of the
Polariscope platform developed in Figma. Using the Material Design guidelines —
specifically the principles of Usability (Visibility, Feedback, Control, and Efficiency)
— a detailed review of the prototype was conducted to identify necessary adjustments.
Each page of the interactive prototype, intended for expert evaluation, was analyzed
individually to assess the compliance of interface components with the predefined

2 Figma: https.//www.figma.com/
3 Quant UX: https.//www.quant-ux.com/
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requirements of the features. This analysis involved examining the components in
terms of dimensions, spacing, and integration with other interface elements, following
the principles and usability guidelines of Material Design. Specific components of the
prototype pages were meticulously evaluated based on the Material Design
guidelines. For example:

e On the homepage (see Figure 2), elements such as the App Bar Top, Icon
Button, and Floating Action Button (FAB) were analyzed:

e o o o
= ‘ polariscope Q@ = ‘ polariscope Q@
() = Pagetitle v Qaf
Na Polariscope as suas
histérias e memérias
sdo importantes 1- (;ontainer 4 - Itens de agao (call to action)
2 - icone de Navegagéo 5 - Menu Overflow
3 - Titulo
0)
° ®

Projetos mais recentes

- Container
- icone de Navegagéo

)

- Container 2 - icone de Navegagao

o=

- ®
Projetos mais vistos

Fig. 2. Verification of the Polariscope homepage according to the Material Design guidelines.
Source: https://m3.material.io/

e On the project page (see Figure 3), components like the Tabs and Carousel
were analyzed:

5 ()—— ownveve Specifications ©)
30 Gongalinho i
©s; ® @
Historias Histérias 1 - Container 4 - Divider
2 - Badge (opcional) 5 - Indicador de atividade
3 - Label

0 Gongalinho é mais
que uma tradigao

Histérias mais vistas Historias mais vistas 1- Container 2 -Itemgrande 3 - Item pequeno

Histérias mais recentes

“

Fig. 3. Verification of the Polariscope project page according to the Material Design
guidelines. Source: https://m3.material.io/
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e In forms, the input component was examined as a critical element for
gathering user information, ensuring users could easily provide relevant data
for the platform. Additionally, on the story creation form (Figure 4),
components such as the Stepper, Wizard, and Switch Button were analyzed:

Palavras-chave *

1- Container o) 6 1- Container
2 - Label text : 2 - Botdo
1 1 . ¢ "
e, 258 s ©  3-icone (opcional)
4 - Icon / Text Q
(opcional)

Fig. 4. Verification of the Polariscope story creation form according to the Material Design
guidelines. Source: https://m3.material.io/

23 Phase 3: Usability Evaluation of the Prototype by Experts in a
Laboratory Context

The final phase of the study began with the migration of the prototype from Figma to
the Quant UX platform to take advantage of its capabilities for recording and
analyzing user interactions during prototype evaluations. This phase also included
preparation of the testing procedures, specifically the data collection instruments and
metrics. To achieve a comprehensive usability assessment of the prototype, the
System Usability Scale (SUS) [9] was applied, and an inspection of several pages was
conducted using Nielsen’s 10 Usability Heuristics [8], with recommendations for
improvements documented. Finally, an open-ended question was included to allow
experts to identify the main potential of the proposed solution.

Given the study’s focus on usability — and considering that the Polariscope project
is in the stage of validating functional requirements through medium-fidelity
prototyping, where a rapid and broad identification of key design issues is most
useful, a heuristic usability evaluation and qualitative analysis of the prototype by
experts was chosen. A non-probabilistic convenience sample of five experts in
usability and digital platforms was gathered because, as demonstrated by Nielsen
[10], it is the minimum number of participants required to effectively identify
problems and weaknesses in interface design. The experts were invited to participate
in approximately one-hour individual sessions conducted in a laboratory setting.
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At the start of each session, the mediator provided a brief overview of the study’s
objectives and the evaluation tools. The session was divided into two distinct stages:

e In the first stage, experts were invited to freely explore the prototype for
approximately 5 minutes using Smartphone 1, where the prototype was
tested in its Quant-UX version with interaction tracking. Subsequently, the
experts were instructed to perform specific tasks — not to measure
performance speed but to showcase the various pages and functionalities
available on the Polariscope platform.

e The second stage began after task completion. During this phase, without the
mediator present, experts used Smartphone 2 to interact with the Figma
version of the prototype (featuring the same pages and functionalities but
with smoother image carousel transitions, making it closer to the platform’s
final version look & feel). Experts then filled out the evaluation
questionnaire.

Throughout the session, the Think Aloud protocol was applied, with audio recordings
made upon obtaining participants’ informed consent. This method aimed to capture
verbal feedback during interactions with the prototype. These qualitative insights
complemented data collected through the screen-capture videos and heatmaps of on-
screen clicks provided by the Quant UX tool.

Following the laboratory tests, this phase involved processing and analyzing the
collected data to generate recommendations for the next iteration of the Polariscope
platform prototype, which will be evaluated by end-users in field trials during cultural
events.

3 Results

Overall, the prototype scored an average of 77.5 out of 100 on the System Usability
Scale (SUS), rated as “Good.” The lowest expert score was 72.5, and the highest was
85. Notably, the participants rebutted all negative aspects of the scale, with only two
neutral responses concerning complexity. The prototype was then examined page-by-
page following Nielsen’s 10 heuristics: 1) Visibility of System Status; 2) Match Be-
tween the System and the Real World; 3) User Control and Freedom; 4) Consistency
and Standards; 5) Error Prevention; 6) Recognition Rather than Recall; 7) Flexibility
and Efficiency of Use; 8) Aesthetic and Minimalist Design; 9) Help Users Recognize,
Diagnose, and Recover from Errors; 10) Help and Documentation. As depicted in
Figure 5, the diagram shows the incidence of issues regarding the heuristics by page.
The most critical heuristic identified by participants was the second: “match between
the system and the real world.” This highlights the need to better align the interface
with user expectations, particularly in terms of familiarity and consistency. Addition-
ally, the content upload form emerged as the most problematic area, presenting issues
across multiple heuristics: 1 (“visibility of system status™), 3 (“user control and free-
dom”), 4 (“consistency and standards™), and 9 (“help users recognize, diagnose, and
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recover from errors”). Since forms serve as crucial input pages for user participation,
they demand special attention to ensure a more intuitive and effective experience.
These data were further complemented by insights obtained from the heat maps (see
Figure 6) showing the average interactions from the several pages, and the experts’
verbal feedback during the Think Aloud protocol while exploring the prototype.

= ‘ polariscope Q! ©
5%, Home  Projeto  Histeria Form: Form: Form: | Perfil  Menu L R
oo proto | Wit | coneddo
Criar Histéria
(1] 1 2 2
® 3 2 1 2 2
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O 1 2 © dia em que comegou uma h...

)
U

Na tarde do dia 28 de abril, sobu.

2 1 ey ()

® 00 o

Fig. 5. Diagram of incidences of
heuristics issues per prototype page Fig. 6. Heat map with the average interactions
in the story creation form

4 Final considerations and future work

Globally, the prototype achieved an average score of 77.5 out of 100 on the System
Usability Scale (SUS), earning a “Good” rating. To address areas for improvement,
clarity and navigation issues were analyzed in detail, page-by-page, using Nielsen's
heuristics. The most critical heuristic identified was a “match between the system and
the real world,” highlighting the need to better align the interface with user
expectations, particularly regarding familiarity and consistency. Other insights
gathered from heat maps and experts’ verbal feedback during the Think Aloud
protocol further revealed areas for enhancement. Together, these findings generated
several recommendations for improving both visual and textual communication
related to the platform’s structure and specific interactions.

Building on these expert suggestions, a new evaluation phase was carried out
involving a UX assessment with 20 end-users. The combined feedback from 5
usability experts and 20 user testing participants is now being incorporated into a
high-fidelity version of the Polariscope prototype. This refined version is scheduled
for extended field testing during upcoming cultural events to validate its usability,
user experience, and overall performance.
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Abstract. Con la proliferacién de nuevas aplicaciones de servicios OTT
de videostreaming, los distribuidores de contenido y proveedores de ser-
vicios deben garantizar una interaccién eficiente, efectiva y satisfactoria
entre el usuario y la aplicacién de servicio. Por tanto, entre la calidad de
uso y la calidad de la experiencia (QoE). La QoE en el contexto de las
telecomunicaciones puede entenderse como la aceptabilidad de un ser-
vicio tal y como lo perciben los usuarios finales. Sin embargo, dada la
variabilidad de la red y los diferentes factores que pueden intervenir du-
rante el consumo del servicio por parte del usuario, es necesario disponer
de un método preciso para obtener la calidad percibida y la emocional-
idad del usuario, que permita a los proveedores y distribuidores tomar
mejores decisiones en el disefio de sus aplicaciones OTT y en al gestion
de los recursos de la red. Por este motivo, en este trabajo se presenta
una discusion de las formas en que se puede medir la calidad de experi-
encia usando técnicas de computacion afectiva, brechas encontradas, una
metodologia y por ultimo, un escenario de experimentaciéon que aborda
una posible solucion.

Keywords: Computaciéon Afectiva - Machine Learning - QoE - QoS -
Videostreaming.

1 Introduccion

Durante la dltima década, los servicios de video han producido un aumento
considerable en el trafico de red, consumiendo més recursos que otros tipos de
flujos combinados debido a su alta demanda en aspectos de teletrabajo, ocio
y actividades cotidianas por parte de los usuarios finales [6]. Ademas, segin
reportes de Cisco [9] y Sandvine [31], mas del 80% de este trafico corresponde
a servicios asociados con aplicaciones sobre la red (OTT, Over The Top) [24].
Por ejemplo, en Europa y América la mitad del trafico en la red surge por
distribuidores de servicios video bajo demanda (Netflix, Youtube) y Livestream
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(Twitch) [17]. Asi mismo, segtin los prondsticos de Ericcson [16], el 76 % de este
trafico sera soportado por las redes 5G, y tendra un crecimiento anual del 30 %
con un consumo mensual de 124.64 EB para el afio 2025 [6, 16]. Esto implica un
desafio importante para los proveedores de servicios de internet (ISP, Internet
Service Provider), que deben buscar nuevas estrategias para garantizar la calidad
del servicio (QoS, Quality of Service) y para los proveedores de contenido de
obtener una buena calidad de la experiencia (QoE, Quality of Experience) por
parte de sus suscriptores o usuarios.

Dado esto, La estimacion de la QoE para servicios de video sigue siendo nece-
saria para el diseno, gestion y control de redes. La cual, segin la UIT (Union
Internacional de Telecomunicaciones) se define como: "la aceptabilidad global
de una aplicacion o un servicio, percibida subjetivamente por el usuario final"
[8]. Esta percepcion (QoE) normalmente se puede estimar por medio de modelos
subjetivos, objetivos o hibridos [11]. Los modelos subjetivos consisten en imple-
mentar una evaluacién subjetiva, usando cominmente la puntuaciéon de opinién
media (MOS, Mean Opinion Score) [28] o la DMOS (Dregadation Mean Opinion
Score) [19]. Sin embargo, presenta un costo muy alto de inversion, debido a que
es necesaria la realizacion de encuestas masivas en condiciones totalmente difer-
entes, tiempos considerables y una logistica compleja [21] y el uso de expertos
para validar los datos. Los modelos objetivos se fundamentan en utilizar aspec-
tos intrinsecos de la Calidad del Servicio (QoS, Quality of Service) [19], dentro
de los modelos objetivos se pueden identificar métodos dependiendo de la senal
de referencia [37], en los datos [38], en las imagenes o basados en los paquetes
[29, 36]. No obstante, los métodos objetivos ignoran la percepcion del usuario,
debido a que suelen usar variables ajenas a la interacciéon del usuario con el ser-
vicio [34]. Ademas, estas variables tienen un costo computacional considerable a
la hora de su calculo [11].

En adicion a esto, han surgido investigaciones que abordan la interacciéon del
usuario con las aplicaciones, especificamente con el concepto de usabilidad [12,
15]. La cual, puede ser obtenida mediante el comportamiento de las caracteris-
ticas fisiologicas del usuario mientras interacta con el servicio o producto [13,
18, 8], a través del uso de técnicas basadas en computacion afectiva [7]. Por esta
razon, se podria extrapolar el uso de las técnicas de computacion afectiva de
cara a la estimacion de la QoE, con respecto a la emocionalidad del usuario. No
obstante, estas técnicas se suelen centrar en las reacciones con el contenido de
los servicios (Audio, Video), mas no con sus cambios de calidad [8,7,4]. Por lo
tanto, para ofrecer un servicio basado en QoE que abarque todos los aspectos
tanto de calidad como la percepcion del usuario, es necesario contar con méto-
dos o herramientas que permitan identificar los cambios emocionales del usuario,
relacionéandolos con parametros de QoS y separarlos de los cambios generados
por el contenido, con el objetivo de que los proveedores de servicio puedan tomar
mejores decisiones para poder prestar un servicio que cumpla con las expectati-
vas del usuario final y asi disminuir la pérdida de clientes o dinero.

Partiendo de lo anteriormente expuesto, la presente investigacion busca dar
respuesta a la siguiente pregunta: ; En qué medida los factores emocionales in-
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fluyen en la estimacion de la calidad de la experiencia (QoE) en servicios de
video bajo demanda?. Para esto, primeramente en este articulo se presenta una
discusion del estado del arte, las brechas encontradas y un escenario de prue-
bas donde se presenta una mirada parcial del método propuesto que se esta
realizando en la investigacion y los resultados que se esperan.

2 Estado actual del conocimiento

En esta seccién se describen los trabajos actuales que han sido tenidos en cuenta
para la presente investigacion. Donde, para la revisién sistemética se abarcan
tres ejes teméaticos principales partiendo de la hipétesis planteada y la pregunta
de investigacion: Métodos de estimacion de QoE/QoS basados en videostreaming
o basados en ML, sistemas de medicion para el grado de satisfacciéon con técnicas
de computacion afectiva y métodos de estimaciéon de QoE basados en técnicas
de computacién afectiva.

En cuanto a las bases bibliograficas se hizo uso de Scopus e IEEE Xplore,
teniendo en cuenta los dltimos 6 anos y las palabras claves derivadas de los ejes
tematicos: QoE, Machine Learning (ML), Videostreaming, Affective computing
Y Estimation. Obteniendo un total de 140 articulos, observando una tendencia de
métodos de estimacion orientado a el uso de ML y de los cuales 5 investigaciones
asocian videostreaming con computacion afectiva. A continuacién se presentan
las investigaciones més relevantes, un resumen de cada una de ellas, de lo que
se esperar obtener como base en esta investigaciéon y discusiones de cada uno los
eje teméaticos.

2.1 Métodos de estimacion de QoE/QoS basados en videostreaming
o basados en ML

HTTP Adaptive Streaming QoE Estimation with ITU-T Rec. P.1203 — Open
Databases and Software [30]. Este articulo describe un conjunto de datos y un
software abierto para la Rec. UIT-T. P.1203, como primer modelo estandarizado
de QoE para transmision adaptativa HTTP audiovisual (HAS), presentando el
rendimiento del uso de modelos basados en flujo de bits en lugar de los basados en
metadatos para el anélisis de calidad de video, y la solidez de combinar modelos
clasicos con enfoques basados en ML para estimar la QoE del usuario. Esta in-
vestigacion es muy atil como base fundamental del estado del arte ya que aborda
el modelamiento QoE/QoS y algunas investigaciones toman como referencia este
modelo para establecer métodos de estimacion de QoE en videostreaming con
ML.

Estimating Video Streaming QoE in the 5G Architecture Using Machine
Learning [32]. En este articulo los autores presentan modelos basados en ML
que se entrenan para estimar la QoE a partir de las funciones a nivel de red que
estan disponibles para la NWDAF. Ademas, los autores estudian la viabilidad
de dicho enfoque con trazas generadas dentro de una simulacién en OMNeT++,
que permiten correlacionar las estadisticas de red y la QoE. Esta investigacion
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empieza a abordar la estimacion de QoE en 5G. Sin embargo, como falencia
solo se desarrolla en un entorno simulado sin tener en cuenta factores (perdidas
de paquetes, tiempo de ida y vuelta de paquetes, jitter) que pueden afectar la
percepcion final del usuario en un entorno real.

Automating QoS and QoE Evaluation of HTTP Adaptive Streaming Systems
[35]. En este documento, los autores proponen un marco flexible y completo para
realizar evaluaciones objetivas y subjetivas de los sistemas HAS de forma total-
mente automatizada y escalable. El cual permite HAS de extremo a extremo de
reproductores implementados en entornos académicos o de industria y pruebas
de verificaciéon del modelo de QoE que proponen utilizando estudios subjetivos
de usuarios. Aunque este articulo no tiene en cuenta factores de computaciéon
afectiva (e.g. Expresiones faciales superiores o inferiores, temperatura, conduc-
tancia de piel, ritmo cardiaco), sirve como base tedrica para definir correlaciones
entre atributos de QoE /QoS y el desarrollo de métodos indirectos de estimacion.

An Augmented Autoregressive Approach to HTTP Video Stream Quality
Prediction [3]. Esta investigacion propone un enfoque NARX aumentado para
el problema que genera las multiples entradas descriptivas de QoE, donde se
enfocan en mejorar la prediccion de QoE en transmisiones de video afectadas por
cambios de velocidad, al incluir multiples transmisiones de prediccion de VQA
de diferentes modelos como entradas y al implementar un conjunto de pronéstico
simple. Esta investigaciéon aporta una comparaciéon de diversos modelos usados,
en bases de datos sobre calidad en videostreaming el cual puede ser tutil para el
desarrollo de esta investigacion.

Proposal of a tool for the automatic estimation of quality of experience in
MPEG-DASH scenarios [10]. Las contribuciones de este articulo se centran en
la estimacion automatica de la QoE a partir de los pardmetros de QoS para el
servicio de streaming de video soportado por el estindar MPEG-DASH (Moving
Picture Experts GroupDynamic Adaptive Streaming over HTTP). Para ello se
desarrolla la herramienta automatica de estimacion de la calidad de la experien-
cia denominada HESCALEX (Tool for Estimating the Quality of Experience),
la cual tiene en cuenta la recomendacion ITU-T P1203.3. y los parametros de la
QoS como el ancho de banda. La herramienta desarrollada en esta investigacion
puede ser 1util, ya que permitiria la estimacién de QoE pero con valor agregado
de que se integre la obtencion de parametros de computacion afectiva en un
entorno controlado con servicios de video.

Como conclusion sobre las investigaciones actuales en estimaciéon de QoE, en
los dltimos anos hay una clara inclinacién en el uso de algoritmos de ML para
mitigar los problemas presentados en los métodos de estimaciéon tanto subje-
tivos como objetivos [32, 35, 20], buscando disminuir la subjetividad, los tiempos
de estimacién, reduccién de costos computacionales y la precision en la esti-
macion. No obstante, los métodos actuales de estimacién siguen dejando de lado
la percepcién del usuario, o de forma méas precisa, una medicién objetiva de la
percepcion del usuario, basandose principalmente en factores de influencia (fac-
tores que pueden afectar la percepcion de la QoE) de sistema o de red como los
cambios presentados por calidad de codificacion, buffering o problemas asociados
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a las redes como pérdida de paquetes o retardo, como se observa en la Tabla 1.
Por tal motivo, en la busqueda sistematica del estado del arte también se tuvo en
cuenta sistemas de medicién de la satisfaccion del usuario por medio de técnicas
de computacién afectiva que permitan observar su posible implementacion en un
entorno ligado al servicio, como se describe a continuacion.

Table 1. Comparacién métodos de estimaciéon actuales

Autores Factor de influencia Escenario Meétricas
Robitza, W et al|Retardo, calidad de los seg-|Offline RMSE and Correlacién
[30] mentos de video, bitrate de Pearson
Timmerer, C et|Cambios de calidad, bi-|Semi-online, [MOS sin ML
al [35] trate, buffering Emulado
(SDN)
Bampis, C et al|Degradacion por compre-|No especifica|Coeficiente de  cor-
[3] sion, Framerate, LP relacion de Spearman
(SROCC)

Jhonny A, et al|Bitrate, encoding, BW. Offline Basado en la recomen-
[20] dacién ITU-T P1203.3
Schwarzmann ,|Factores de red 5G  (Simu-|RMSE, MAE
S et al [32]. lado)
Esta prop-|Principalmente fac-|Por deter-|Derivadas de mode-
uesta tor del usuario (no se/minar los ML (Por deter-

descartan otros fac- minar)

tores)

2.2 Sistemas de medicién para el grado de satisfaccion y uso de
técnicas de computacion afectiva.

Proposal of a tool for the estimation of satisfaction in user tests, from facial
expression analysis [8]. En este articulo se presenta una herramienta automa-
tizada para el seguimiento emocional (expresion facial) de un usuario en una
prueba de usabilidad, considerando que la satisfaccion esta relacionada directa-
mente con el proceso de interaccion, pretendiendo reducir la subjetividad en la
determinacion del atributo satisfaccién. Aunque no se aborda como un método
de estimacién para QoE esta investigacion sirve como punto de partida para
un posible desarrollo en la obtenciéon de caracteristicas fisiologicas del usuario
cuando interactia con un software. Este principio se podria usar para obtener
estas caracteristicas en un entorno controlado donde el usuario esté observando
servicios de videostreaming.

Automated Face Analysis for Affective Computing [10]. En esta investigacion
se plantean desafios donde incluyen sistemas en tiempo real para la adquisiciéon
de rostros, la extraccion y representacion de datos faciales y el reconocimiento
de expresiones faciales. En este articulo plantean brechas significativas (brechas
asociadas al entorno en el que se encuentra el usuario, la temperatura ambiente,

139



Proceedings of JAUTI24 : XIII Iberoamerican Conference on Applications and Usability of Interactive Digital TV

la luz y el estado del animo del usuario), que se pueden tener en cuenta a la hora
de desarrollar el método de estimacién, principalmente cuando sea necesario
capturar las caracteristicas fisiologicas del rostro del usuario.

AMIGOS: A Dataset for Affect, Personality and Mood Research on Indi-
viduals and Groups [23]. Este documento presenta como principal contribucion
un conjunto de datos para la investigacion multimodal del afecto, los rasgos
de personalidad y el estado de 4nimo en individuos y grupos (AMIGOS) por
medio de senales neurofisiolégicas. El conjunto de datos consta de grabaciones
multimodales de los participantes y sus respuestas a fragmentos emocionales de
peliculas, con mediciones de Electroencefalograma (EEG), Electrocardiograma
(ECQ), respuesta galvanica de la piel (GSR), grabadas en video HD y videos
RGB del cuerpo completo de cada usuario. Este trabajo aporta una forma en
la que se pueda construir una base de datos, que permita relacionar atributos
de computacién afectiva con caracteristicas obtenidas cuando los usuarios con-
sumen servicios de video.

Table 2. Investigaciones asociadas a la obtencién de variables fisiologicas

Autores Tipo Relacién |Tipos de métricas
con
videos
Miranda-Correa |Reconocimiento de afecto, personal-|Si Audio, Visual, EEG,
et al [23] idad, estado de 4nimo y contexto so- GSR, ECG, Big-5
cial rasgos de personali-
dad
Delgado Agudelo|Anélisis de expresion facial No Visual, Paul Ekman
et al [8] Model, Big-5 rasgos
de personalidad
F. Cohn et al [10]|Reconocimiento ~ de  emociones|No UFAC, LFAC, Big-5
basado en expresiones faciales rasgos de personali-
dad
Esta propuesta |[Reconocimiento de emociones|Si UFAC, LFAC,
basado en maultiples técnicas GSV, BOS, HR,
afectivas EDA

En cuanto mecanismos de computacion afectiva que permitan identificar cam-
bios de caracteristicas fisiologicas del usuario, se ha observado que ya se estan
explorando estos cambios cuando los usuarios estan consumiendo un servicio de
video [10], [23], principalmente en la obtenciéon de expresiones faciales como se
observa en la Tabla 2. No obstante, estas investigaciones estédn asociadas solo
al contenido del video y no en los posibles cambios de calidad presentes en una
transmision normal, identificando una brecha de investigacion. La cual, es poder
determinar cudndo se presentan cambios de emociones por calidad y no por con-
tenido, por ejemplo, en el caso de una pelicula con diversos tipos de escenas
se pueden generar cambios de humor como sorpresa, miedo o estrés. Por eso,
es necesario plantear un escenario que permita garantizar estos cambios en las
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emociones debido a fallos en la transmisién o cambios en la calidad del video,
haciendo necesaria la bisqueda de investigaciones que integren tanto la medi-
cion de percepcion del usuario con los cambios de calidad del video y su posible
relacion, como se explora en el siguiente item.

2.3 Meétodos de estimacion de QoE basados en técnicas de
computaciéon afectiva

Building a Large Dataset for Model-based QoE Prediction in the Mobile Envi-
ronment [2]. El objetivo principal de esta investigacion es presentar un banco
de pruebas para evaluar subjetivamente la QoE del usuario utilizando una apli-
cacion de video OTT, considerando el impacto de varios factores (QoE IF).
El banco de pruebas utiliza varias redes de comunicacion celular (HSPA, 3G
(UMTS), 4G(LTE)), donde se examina la influencia de diferentes parametros en
el entorno en tiempo real y se construye un dataset. Esta investigaciéon aporta
una base de datos que puede servir como punto de partida y de comparacion
para establecer que, caracteristicas pueden funcionar de cara a la estimacion de
QoE basado en computacion afectiva.

An Improved QoE Estimation Method based on QoS and Affective Comput-
ing [1] En este articulo plantean usar computacion afectiva (AC) para anticipar
la medicién de (QoE) del usuario usando una cdmara al incluir los factores
emocionales (nivel de usuario) ademas de los parametros de QoS (nivel de red
y aplicacion) en el proceso de estimacion. Este articulo proporciona una base
tedrica importante para poder establecer el método de estimaciéon basado en
computacion afectiva, no obstante, se enfocan en redes moéviles hasta 4G, es
importante seguir investigando en otros entornos de red mas modernos y actu-
alizados.

Emotional impact of video quality: Self-assessment and facial expression
recognition [27]. Este estudio investiga los efectos de las degradaciones visuales
en la percepcion de la calidad y el estado emocional de los participantes que
estuvieron expuestos a una serie de videos cortos. Haciendo un enfoque de anéali-
sis de varianza multivariado que permitié examinar los efectos de los factores de
degradacion visual en la calidad percibida y las dimensiones emocionales subjeti-
vas y utilizando un enfoque de ML, se derivo un sistema automéatico de prediccion
de la calidad de video de la experiencia (VQoE) basado en las expresiones fa-
ciales grabadas, lo que demuestra una fuerte correlacion entre las expresiones
faciales y la calidad percibida. Esta investigacion sirve como base fundamental
tedrica para determinar la correlacion que hay entre las expresiones faciales y
la degradacion del video. Sin embargo, la degradacion planteada solo se hace en
videos de muy corta duracion (20 segundos) a 480p y por medio de desenfocar
la imagen mas no por cambios en la calidad del servicio, es necesario seguir
investigando en como los cambios de niveles de calidad (e.g, transiciones entre
640p, 720p, 1080p) en el video y caracteristicas de video (eg, bitrate, framerate,
atributos de trafico) puedan afectar las emociones del usuario.

Inference Analysis of Video Quality of Experience in Relation with Face Emo-
tion, Video Advertisement, and ITU-T P.1203 [5]. Esta investigacion aborda la
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interaccion de las expresiones faciales con los comerciales o anuncios que se pre-
sentan en los servicios de videostreaming, el método que disenaron la comparan
con los métodos basados en al recomendaciéon de la ITU-T P.1203. Esta investi-
gacion sirve como un buen ejemplo para la integracion de la recomendacién para
estimar QoE con lo que puedan percibir los usuarios. No obstante, al enfocarse
en la interaccion por anuncios, depende mucho de los contenidos y la estimaciéon
podria verse afectada ya que no se podria detectar correctamente los cambios
por calidad del servicio.

Estimation of the Quality of Experience during Video Streaming from Fa-
cial Expression and Gaze Direction [26]. Este articulo investiga la posibilidad de
estimar la calidad de la experiencia (QoE) percibida de forma automatica y disc-
reta mediante el analisis del rostro del consumidor de servicios de transmision
de video, del cual se extraen la expresion facial y la direccién de la mirada.
De los experimentos realizados usando ML el algoritmo que mejor rendimiento
que obtuvieron fue con el clasificador k-NN al combinar todas las caracteristi-
cas descritas y después de entrenarlo con ambos conjuntos de datos, con una
precision de prediccion de hasta el 93,9%. Para este caso, se buscara hacer una
comparaciéon con algoritmos mas robustos ya que tanto SVM como k-NN en ca-
sos de transmision en vivo o entornos reales pueden disminuir drasticamente su
rendimiento a la hora de tener cambios en los datos de entrada de sus modelos
en intervalos de tiempo [6].

Table 3. Investigaciones que asocian computaciéon afectiva con estimacion de QoE.

Autores Tipo Tipos de métricas

Porcu, S [27]
Porcu, S et al. [26]

Lamine A, et al. [2]

Selma T, et al. [5]

Lamine A, et al. [1]

Esta propuesta

Reconocimiento de expresiones fa-
ciales

Expresion facial y direccion de la
mirada

Dataset de emociones basado en
expresiones faciales

Reacciones por comerciales e ITU-
T P.1203

Reconocimiento de  emociones
basado en expresiones faciales

Reconocimiento de emociones
basado en multiples técnicas
afectivas e ITU-T P.1203

FACS

UFAC, LFAC, atributos de
direccién de la mirada
Big-5 rasgos de personali-
dad, Género, Edad, Nivel
académico.

UFAC, LFAC, Big-5 rasgos
de personalidad

UFAC, LFAC, Big-5 rasgos
de personalidad, Género,
Edad, Nivel académico.
UFAC, LFAC, Big-5
rasgos de personalidad,
GSV, BOS, HR, EDA

Este trabajo al igual que [2,1,27], presenta una relacion clara en el uso de
técnicas de ML para la estimacion de QoE basada en computacion afectiva; en
general, la mayoria se basan en expresiones faciales, como se observa en la tabla
3, y se implementan en redes simuladas, mostrando que es importante investigar
como se comportan este tipo de métodos en entornos reales. Otro aspecto que
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se observa es que los atributos que usan para construir los modelos de ML son
pardmetros como sexo, nivel educativo, operador o edad, que suelen afectar la
percepcion del usuario por el contenido del video, mas no por su calidad. Debido
a esto, es necesario buscar caracteristicas diferentes a las mencionadas, tales
como: ritmo cardiaco, transconductancia de la piel, temperatura, entre otros,
que permitan disminuir la percepcion por contenido y asi tener un método mas
preciso y confiable. Ademas, los datasets presentes en estas investigaciones son
antiguos y tienen un desbalance ligado a una mayoria de atributos afectivos y no
tanto de calidad del video, causando que aumente atin mas la subjetividad. Es-
tableciendo un aporte significativo en esta investigacion que seria la construccion
de un nuevo dataset.

Finalmente, estas investigaciones seran cruciales para tener puntos de com-
paracion, sobre cémo se presentan los cambios de emociones dados por calidad del
video con respecto a las dados por contenido. Ademas, determinar si es posible
establecer un método de estimacién indirecto o hibrido de QoE en otros entornos
de red y con otras caracteristicas fisiologicas no exploradas de los usuarios.

3 Brechas existentes

De acuerdo a lo presentado en el estado actual del conocimiento, sobre métodos
de estimaciéon basados en videostreaming, técnicas de computacion afectiva y
estimacién de QoE basada en computacion afectiva. Ademaés, de los resultados
obtenidos en el analisis sistematico de los diferentes trabajos investigativos, se
detectan las siguientes brechas de investigacion:

— Se encontro en la revision de la literatura investigaciones que abordan una in-
teraccion inicial entre caracteristicas de calidad del servicio con computacion
afectiva. No obstante, no se ha encontrado un método indirecto qué permita
la estimacion QoE en un escenario controlado que incluya variables fisiolog-
icas.

— Se evidencio una tendencia clara en los ultimos afios en usar algoritmos de
ML para mitigar los problemas presentados en los métodos de estimacion
tanto subjetivos como objetivos. Sin embargo, los métodos actuales de es-
timacién siguen dejando de lado la emocionalidad del usuario, es necesario
desarrollar un método indirecto que permita una mediciéon objetiva de la
percepcion del usuario basado en su estado emocional al consumir un servi-
cio.

— En cuanto a la validacion de los métodos de estimacién, se observa que usual-
mente se usan expertos para verificar que las estimaciones estén correctas. No
obstante, es muy costoso tener expertos para medir QoE constantemente, es
necesario tener un mecanismo automatizado que mida esa variable durante
el tiempo o intervalos de tiempo.

— De lo encontrado en la literatura los enfoques propuestos en medir satis-
facciéon se basan generalmente en los cambios emocionales del usuario con
respecto al contenido del video, los atributos que se suelen usar en este caso
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para el modelado estan ligados a que la percepciéon puede variar segun el
perfil del usuario, donde se evidencian atributos como sexo, nivel educativo,
operador, edad, etc. Es necesario investigar sobre otros tipos de atributos
que permitan disminuir la percepciéon por contenido y asi tener un método
de estimacion mas completo basado en el servicio.

— Al observar los escenarios planteados en las investigaciones y la antigiiedad
de los dataset disponibles, se hace necesario plantear un escenario controlado
que permita garantizar cambios en las emociones debido a fallos en la trans-
misién o cambios en la calidad del video en redes mas actuales y la creaciéon
de un nuevo dataset.

4 Metodologia

Definida las brechas y teniendo en cuenta el estudio del estado del arte que se
realizo, se definid, para esta investigacion un método de estimacién indirecto
basado en modelos de ML, por lo tanto, es necesario plantear una metodologia
basada en minerfa de datos. En general, para el diseno de los mecanismos de
clasificacién se toman en cuenta algunos modelos de mineria de datos como;
CRIPS-DM (CRoss-Industry Standard Process for Data Mining)[22] o SEMMA
(Sample, Explore, Modify, Model, Assess)[25] . De las fases presentes en estos
modelos, se determinan algunas fases que el método debe realizar para tener una
correcta estimacion, las cuales son: el analisis de los datos, preparacion de los
datos, modelado y evaluacion e implementacion.

— Analisis de los datos: Consiste en la comprension de datos, esto quiere decir
que se requiere que haya un elemento que recopile e identifique los proble-
mas de calidad de los datos (e.g, errores de medicion, outliers, datos mal
distribuidos, datos duplicados, datos nulos, etc.) .

— Preparacion de los datos: En esta fase se realizan tareas de transformaciones,
agregacion, muestreo, reduccién de dimensionalidad, selecciéon de atributos,
creacion de atributos, discretizacion y binarizacion de los datos. Su princi-
pal importancia es preparar los datos sin procesar antes de alimentar los
algoritmos de ML.

— Modelado: Esta fase consiste primeramente en elegir un método de ML, bien
sea de: clasificacion, regresion o agrupamiento. Luego implementar el método
elegido con algtun algoritmo y validar el modelo creado. En la practica, esto
significa separar algunos datos en un conjunto de entrenamiento y el resto
en datos de validacién. Para luego ser usados en una validaciéon cruzada y
usualmente se usa 10% de los datos de entrenamiento como datos de vali-
dacién.

— Validacion: Consiste en validar el método ya implementado para determinar
qué tan bien cumple con los objetivos planteados o si existe alguna razén
por la que se repita el proceso con otro modelo de ML.

Con base en las fases previamente mencionadas que debe tener un mecanismo
de mineria de datos y teniendo en cuenta las variables que se identificaron en
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la busqueda sistemética que se usaban cominmente en la relacion humano con
servicios de video dadas en [1],[27],[33], en este articulo se propone un método au-
tomatizado para monitorizar el comportamiento emocional de un usuario basado
en su expresion facial, electroencefalograma (EEG), electrocardiograma (ECG),
temperatura corporal y ritmo cardiaco. Donde, se establece el siguiente dia-
grama de flujo donde se muestra el funcionamiento que debe tener el mecanismo
de estimaciéon como se observa en la Figura 1. Donde, se presenta un diagrama
que consta de las siguientes fases: captura de datos, extraccién de caracteristi-
cas y procesamiento de datos, almacenamiento en una base de datos, modelado,
evaluacion o clasificacion.

En aspectos generales el mecanismo funciona de dos modos, un modo offline
y otro online.

Modo Offline Modo Online
Inicio &
c ] Escenario
aptura de Online
datos
Extraccion de Captura de
caracteristicas y datos
procesamiento de datos ¥
* Extraccion de
5 r caracteristicas y
Zse e procesamiento de nuevos
atos datos
/
Modelado

!

Evaluacion ‘ Clasificacion ’

Fig. 1. Diagrama de flujo para la identificacion auténoma de QoE en servicios de video
(Fuente: propia).

En el modo offline como lo indica su nombre. Primeramente, se capturan
datos fisiologicos de los usuarios mientras consumen servicios de video en un
escenario controlado para luego analizarlos de manera offline. Luego, los datos
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son procesados extrayendo sus caracteristicas, las cuales son organizadas para
poder generar una base de datos o dataset. Posteriormente, esta base de datos
es usada para probar uno a varios algoritmos de ML y asi crear varios modelos
que seran evaluados comparandolos con una validacion cruzada.

En el modo online se implementa el método en un entorno real controlado,
del cual se extraen caracteristicas de calidad de los videos y caracteristicas fi-
siologicas de los usuarios; los datos obtenidos provienen de varios servicios que
se estan consumiendo por parte de los usuarios. Las caracteristicas obtenidas de
estos nuevos datos se usan para actualizar la base de datos y posteriormente el
submodulo de ML con el modelo previamente creado en la fase offline al recibir
las caracteristicas provenientes de cada nueva interaccién usuario-software, re-
torna la informacion de la QoE estimada con su correspondiente clasificacion,
bien sea un nivel de MoS bajo o alto.

5 Escenario de experimentacion

En este momento, la investigacion se encuentra en la fase de experimentacion,
para poder construir un conjunto de datos. Para lograrlo, inicialmente se propone
un método automatizado para monitorizar el comportamiento emocional de un
usuario en funcién de su expresion facial, ya que, teniendo en cuenta que la
mayoria de los dispositivos terminales actuales cuentan con camara, haria factible
la implementacion de un método de estimacién en un entorno de red basado en
expresiones faciales. No obstante, teniendo en cuenta que hay otros factores
que pueden variar durante el tiempo y que no son de respuesta inmediata, se
ha integrado mediciones de EDA (Actividad electrodérmica), ritmo cardiaco,
oxigeno en la sangre, sefiales de EEG Y EEC.

La Figura 2 muestra el escenario en el que se pretende obtener datos fisiologi-
cos, el cual consiste de 3 moédulos. En primer lugar, en el modulo de adquisicion se
utiliza una cdmara web (dispositivo) dispuesta en un escenario controlado, obte-
niendo continuamente imagenes del rostro del usuario que, al mismo tiempo,
estd observando un servicio de video, en este caso aun esta por definirse que
otros sensores se van a usar. En el caso del servicio, proviene de un servidor de
video en streaming de DASH (Dynamic Adaptive Streaming over HTTP), del
que se conoceran previamente los parametros QoS/QoE del video por medio de
la recomendacion ITU-T P.1203, haciendo unas pruebas preliminares de cambios
de ancho de banda en la red. Dentro del servidor estan alojados los videos con
diferentes resoluciones (1080p, 720p, 540p, 144p), los cuales seran consumidos
desde un cliente el cual, dependiendo de los cambios de calidad que se presen-
ten en la red, cambiaran su resolucién y luego, con los metadatos del video
obtenidos, se estimaréd la QoE usando la recomendacién de la ITU-T P.1203.
Con respecto a los videos, se clasificaron en 5 diferentes tipos de contenido para
lograr diferentes reacciones en los usuarios desde videos calmados a videos con
mucho movimiento.

A continuacién, se capturan rasgos para obtener una de las posibles emo-
ciones, como por ejemplo: neutral, triste, feliz, enfadado, sorprendido o disgus-
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tado (para un ejemplo basado en el modelo de Ekman) [14] y se buscan posibles
correlaciones con caracteristicas conocidas del servicio provenientes del servi-
dor. Los resultados analizados se almacenan en una base de datos (recolector de
datos) dentro del modulo de estimacion. En este modulo se recogen registros de
tiempo o emocion de las capturas realizadas y de las instancias etiquetadas en
la fase anterior. Luego, en el submédulo de ML se crea un modelo en funcién
de la posible correlacién que puedan tener las caracteristicas fisiologicas con las
del servicio, que tras un proceso de validacién permita estimar la QoE. Final-
mente, el médulo de resultados muestra el grado de emocién obtenido y el valor
estimado de QoE que lo representa.

RITPSIPIs P PP VTITE L gmeneee Results Module |+

Supervised machine
: learning models

7

QoSIAffeTve -MOS

(——

Monitoring

Estimation Module |............

Data
Collector

Observation point

—

Network scenario

Video stream
service server:

Physiological
Characteristics

. Artefact

Flnal User

Fig. 2. Escenario propuesto [Fuente propial.
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6 Conclusiones y trabajos futuros

En la tltima década, la estimacion de la QoE ha sido objeto de estudio por la
academia e industria, debido a su importancia en la gestién de la red. Por otra
parte, los servicios de videostreaming segiin reportes de Cisco [9] y Sandvine [31],
presentan mas del 80 % del trafico total en las redes, generando un constante
conflicto tanto para los ISP, distribuidores de contenido y operadores moviles.
Que, con la proliferacion de nuevas aplicaciones y el aumento del uso de recursos
por los usuarios, tienen la necesidad de implementar métodos que garanticen una
buena calidad de los servicios de video sin degradar la calidad de experiencia
(QoE) percibida por los usuarios finales.

De esta manera, esta propuesta presenta como aporte a los métodos actuales
de estimacion, el desarrollo de un método indirecto o hibrido que apunte hacia
la obtencién de calidad de la experiencia percibida por el usuario de una forma
mas completa, relacionando la emocionalidad obtenida de las caracteristicas fisi-
ologicas del usuario usando algoritmos de ML, con pardmetros establecidos por
la QoS e identificar como afectan sus fluctuaciones con la emociéon del usuario,
y asi, mejorar indirectamente la precision en la estimacién de la QoE. Donde,
se realizara un estudio de las caracteristicas fisiologicas (gestos, expresiones fa-
ciales, ritmo cardiaco, conductividad de la piel o propiedades actisticas de la
voz) y su posible correlacion con pardametros de QoS (ancho de banda, retardo,
paquetes perdidos, tipos de codificacion, etc.) y la MOS. Ademas, se estable-
ceran diferentes modelos de ML supervisado para determinar cuales presentan
un mejor rendimiento a la hora de la estimacion y luego de un proceso de val-
idacion, establecer cuél es el mas preciso para una implementacion final del
método propuesto.

Finalmente, al proponer un método de estimacién mas completo, permitiria
a los ISP, proveedores de contenido y operadores moviles, optimizar las tareas
de gestion de los recursos de red o la calidad de sus servicios de acuerdo con las
necesidades del usuario, contribuyendo a la mejora de la calidad percibida de los
servicios de video.
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Resumen.

El presente articulo analiza la implementaciéon de la metodologia SIALU en entornos educativos
inmersivos, destacando su papel en la personalizacion del aprendizaje, la retencion del conocimiento y la
promocion de una educacién mas inclusiva. A diferencia de estudios previos, esta investigacion se
fundamenta en un enfoque empirico que permite evaluar el impacto real de SIALU dentro de la
plataforma OTT-Learning Teledu Interactive®. Mediante una combinacién de estrategias basadas en
semiotica educativa y tecnologias inmersivas, se ha diseflado un modelo que adapta los contenidos de
manera dinamica a las necesidades y caracteristicas de cada estudiante, optimizando la experiencia de
aprendizaje en entornos virtuales.

Los resultados del estudio reflejan mejoras significativas en la interaccion y el rendimiento académico de
los participantes. En particular, se observé un incremento del 35 % en el compromiso estudiantil y una
mejora del 25 % en la retencion del conocimiento, lo que evidencia el potencial de esta metodologia para
fortalecer la formacion en escenarios digitales. Ademas de analizar estos hallazgos, el articulo discute
implicaciones futuras para la educacion inmersiva y plantea lineas de investigaciéon orientadas a
perfeccionar la integracion de la semidtica educativa con tecnologias avanzadas, facilitando asi la
evolucion de los ecosistemas de aprendizaje en el ambito digital.

Palabras claves: Metaverso educativo, Semidtica, Metodologia SIALU, Narrativas
transmedia, Inteligencia artificial generativa afectiva.

1.1 Introduccion

La transformacioén digital ha revolucionado los paradigmas educativos, permitiendo la creacion de entornos
inmersivos y personalizados. En este contexto, el metaverso emerge como un ecosistema interactivo que
combina tecnologias avanzadas como la inteligencia artificial generativa afectiva, los gemelos digitales y
las narrativas transmedia (Mystakidis, 2022; Huang et al., 2023). Estas herramientas no solo redefinen
como se aprende, sino también como se construyen y resignifican los conocimientos en un entorno
culturalmente diverso (Bates, 2019; Kress & Van Leeuwen, 2024). Segun De Castro et al. (2015), el uso
de tecnologias digitales en educacion ha permitido superar barreras historicas de exclusion, ofreciendo
nuevas oportunidades de aprendizaje a personas con necesidades educativas especiales. Este enfoque es
particularmente relevante en el metaverso, donde la accesibilidad y usabilidad digital se combina con
personalizacion e inmersion.

Este articulo propone un marco teoérico-practico para integrar dichas tecnologias en ecosistemas
educativos innovadores, abordando las brechas actuales en personalizacion, inclusion y significacién
cultural. Basado en estudios recientes (Mystakidis, 2022; Huang et al., 2023), este trabajo contribuye al
disefio de ecosistemas educativos que promueven aprendizajes mas inclusivos y efectivos mediante la
metodologia SIALU. Un concepto clave que guia esta transicion es la semidsfera, definida por Lotman
(1990) como un espacio semidtico en el cual los signos y significados interactiian dinamicamente para
generar nuevos procesos de sentido. En el contexto educativo, esta nocién permite entender como los
entornos interactivos, como el metaverso, pueden resignificar los procesos de ensefianza-aprendizaje al
integrar elementos culturales diversos. Adicionalmente, el auge de la Television Digital Interactiva
(iDTV) y el crecimiento exponencial de plataformas OTT (Over The Top) a nivel mundial han abierto
oportunidades sin precedentes para diseflar contenidos inmersivos y personalizados que transforman la
experiencia del usuario, especialmente en el ambito educativo.

La implementacion de la Television Digital Interactiva (iDTV) y ahora el crecimiento exponencial de
la plataforma OTT (Over The Top) en todo el mundo, ha abierto nuevas oportunidades para la creacion
de contenidos interactivos que enriquecen la experiencia del espectador. Ordoéfiez, Suing y Santillan
Trujillo (2015) documentan experiencias en la generacion de estos contenidos, destacando la importancia
de la semiotica en el disefio de aplicaciones que facilitan la interaccion del usuario con la plataforma
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televisiva

En este contexto, la semidsfera se establece como un marco esencial para comprender las dindmicas
de significacion que emergen en el metaverso educativo. La semiosis, entendida como el proceso continuo
de produccion e interpretacion de signos, permite identificar las multiples capas de significacion presentes
en estos ecosistemas digitales. Estas interacciones no solo redefinen la construccién del conocimiento
(Santillan et al., 2020)., sino que también establecen principios innovadores para disefiar entornos
educativos inclusivos y culturalmente relevantes. Por ejemplo, la resignificacién de simbolos educativos
mediante narrativas transmedia y gemelos digitales demuestra como estas dindmicas pueden enriquecer
los procesos de aprendizaje en el metaverso.

En el metaverso, la semidsfera se posiciona como un marco ideal para integrar tecnologias
exponenciales y metodologias educativas innovadoras. La metodologia SIALU (Sistema Innovador de
Aprendizaje Ludico Ubicuo) representa una solucion interdisciplinaria que combina principios semioticos
y tecnologias avanzadas, como la inteligencia artificial generativa afectiva y los gemelos digitales, para
transformar los ecosistemas educativos. Este enfoque permite diseflar entornos de aprendizaje inclusivos,
personalizados y culturalmente adaptados, abordando las brechas actuales en la ensefianza tradicional (De
Castro C., 2015; Siemens, 2005).

El fenomeno de los MMOG (Massively Multiplayer Online Games), descrito por Sainz de Abajo et
al. (2010), resalta la capacidad de estos entornos virtuales para fomentar dinamicas de colaboracion y
aprendizaje colectivo. Estas caracteristicas pueden ser transferidas al disefio de ecosistemas educativos
inmersivos, donde la gamificacion y las narrativas transmedia desempefian un papel clave.

Este articulo explora cémo SIALU emplea tecnologias exponenciales para superar barreras
educativas tradicionales, como la desconexion cultural y la falta de personalizacion. Se analiza, ademas,
coémo los entornos inmersivos del metaverso amplifican la capacidad de SIALU para resignificar los
signos educativos mediante narrativas multimodales y dindmicas gamificadas (Scolari, 2018; Radianti et
al., 2021). Los resultados de estudios de caso en plataformas OTT-Learning Teledu Interactive,
evidencian incrementos significativos en el compromiso estudiantil y la retencién del conocimiento,
consolidando a SIALU como una metodologia clave en la pedagogia digital (Mystakidis, 2022; Huang
et al., 2023).

A medida que el metaverso redefine los limites de la educacion, este trabajo destaca la importancia
de integrar marcos conceptuales solidos y tecnologias avanzadas para disefiar experiencias de aprendizaje
dinamicas y significativas. La semiosfera, como espacio de interacciéon semiética, permite a SIALU
conectar los codigos culturales de los estudiantes con los objetivos pedagogicos, configurando un modelo
educativo que responde a los desafios de la aldea global (O’Halloran, 2022; Lotman, 1990). Para tal
efecto, la plataforma OTT-Learning Teledu Interactive, se presenta en tres casos de uso especificos:

Caso 1: Aprendizaje Personalizado en Comunidades Rurales

. Implementacion de gemelos digitales y asistentes virtuales adaptados a las necesidades de
comunidades con acceso limitado a tecnologia.

. Incremento del 25% en la retencion del conocimiento y reduccion del 15% en la desercion
estudiantil.

Caso 2: Gamificacion en Cursos de Formacion Docente

. Uso de narrativas transmedia y dindmicas gamificadas en programas de capacitacion
docente.
. Mejora del 30% en la motivacion y el compromiso de los docentes.

Caso 3: Inclusion de IA Generativa Afectiva en Procesos Evaluativos

. Implementacion de AVIA como asistente virtual para ofrecer retroalimentacion
personalizada.
. Reduccion del 20% en la tasa de abandono en cursos online.

Se incorpora, ademas, un analisis técnico sobre la infraestructura de Teledu Interactive, explicando
su interoperabilidad con otros entornos digitales y su capacidad para ofrecer experiencias inmersivas.

2.1. Problema

A pesar de su potencial transformador, el metaverso educativo enfrenta desafios criticos que limitan su
impacto pedagogico. Uno de los principales problemas radica en la falta de metodologias adaptativas que
aprovechen las caracteristicas multimodales y dinamicas propias de estos entornos. En muchos casos, los
signos educativos en el metaverso son disefiados sin un marco semidtico que facilite su resignificacion
cultural, perpetuando experiencias de aprendizaje desconectadas y poco inclusivas (Bates, 2019; Kress &
Van Leeuwen, 2024). Esto afecta especialmente a comunidades marginadas, donde la tecnologia, aunque
accesible, no se traduce en resultados significativos debido a la falta de contextualizacion y
personalizacion. Por ejemplo, entornos educativos virtuales que no reflejan las realidades culturales y
emocionales de los estudiantes limitan su capacidad para fomentar aprendizajes relevantes y significativos
(Barrientos et al., 2022).

W
w



Proceedings of JAUTI24 : XIII Iberoamerican Conference on Applications and Usability of Interactive Digital TV

Impacto de la Desconexi6n Cultural y Tecnolégica

Ademas, tecnologias emergentes como los gemelos digitales y los sistemas hipermedia adaptativos,
aunque prometedoras, no han sido completamente integradas en las practicas pedagogicas actuales. Esto
restringe su potencial para personalizar las experiencias de aprendizaje y fomentar la inclusion. Por
ejemplo, un analisis reciente evidencié que menos del 20 % de las plataformas educativas existentes utiliza
estas tecnologias para adaptar contenidos a contextos culturales diversos, lo que subraya una brecha
significativa en el disefio pedagogico digital (Radianti et al., 2021; Siemens, 2005). Esta falta de
integracion tecnologica afecta particularmente a estudiantes que necesitan intervenciones personalizadas
para superar barreras sociales, culturales y cognitivas.

Propuesta de Solucién: La Metodologia SIALU

Para abordar estos desafios, la metodologia SIALU (Sistema Innovador de Aprendizaje Ludico
Ubicuo) propone un enfoque interdisciplinario que combina la semidtica con tecnologias emergentes.
Este enfoque identifica la semidsfera como un marco conceptual central, permitiendo que los procesos
de aprendizaje se adapten a las necesidades cognitivas, emocionales y culturales de los estudiantes
(Lotman, 1990; Mystakidis, 2022). A través de la resignificacion de signos educativos, SIALU ofrece
un camino para personalizar y contextualizar el aprendizaje en entornos virtuales.

Herramientas Tecnologicas como Facilitadoras

La metodologia SIALU integra herramientas avanzadas como la inteligencia artificial generativa
afectiva, narrativas transmedia y gemelos digitales para transformar el metaverso en un ecosistema
educativo dinamico, personalizado y accesible (Scolari, 2018; Huang et al., 2023)Estas tecnologias
enriquecen la experiencia de aprendizaje y abordan limitaciones tradicionales con gamificacion,
personalizacion en tiempo real e integracion cultural. Los estudios de caso iniciales en plataformas
OTT-Learning han demostrado incrementos significativos en métricas clave: un aumento del 30 % en el
compromiso estudiantil y una mejora del 20 % en la retencion del conocimiento.

Transformando el Metaverso Educativo

La implementacién de SIALU destaca la importancia de marcos conceptuales solidos y tecnologias
avanzadas para superar las barreras pedagogicas en el metaverso. Al priorizar la inclusion cultural y la
personalizacion, esta metodologia redefine el aprendizaje digital, ofreciendo una solucion efectiva y
escalable para los desafios educativos actuales. Esto posiciona al metaverso no solo como un entorno
tecnologico, sino como un espacio de aprendizaje dindmico que responde a las necesidades de una
comunidad global diversa.

3.1. Hipotesis

H1: La metodologia SIALU mejora la personalizacion del aprendizaje mediante tecnologias H1: La
implementacién de la metodologia SIALU en entornos inmersivos mejora la personalizacion del
aprendizaje y la inclusion educativa mediante el uso de tecnologias exponenciales como IA generativa
afectiva y gemelos digitales.

H2: La integracion de la semiosfera en el metaverso optimiza la construccion de conocimientos
significativos al permitir la resignificacion cultural de los signos educativos.

H3: Los entornos educativos que combinan IA generativa afectiva con narrativas transmedia aumentan
el compromiso estudiantil y mejoran la experiencia de aprendizaje.

H4: La gamificacion en entornos digitales fomenta la retencion del conocimiento y fortalece la
identidad cultural de los estudiantes.

4.1. Metodologia

La metodologia SIALU (Sistema Innovador de Aprendizaje Ludico Ubicuo) estd disefiada para
abordar los desafios pedagogicos del metaverso mediante un enfoque interdisciplinario que integra
semiodtica y tecnologias emergentes. Este modelo se implementa en tres fases principales:

Fase 1: Disefio semiotico de entornos educativos. En esta etapa inicial, se identifican los signos
educativos existentes y se resignifican para adaptarlos a los contextos culturales, emocionales y cognitivos
de los estudiantes. Este proceso utiliza principios de la semidsfera, definida como un marco conceptual
donde interactiian dindmicamente los signos y significados (Lotman, 1990). Ademas,

Fase 2: Integracion tecnologica. Esta fase se centra en la implementacion de herramientas avanzadas
que optimizan la experiencia educativa:

Inteligencia artificial generativa afectiva: Permite personalizar las interacciones educativas en
funcion de las respuestas emocionales de los estudiantes, mejorando la personalizacion y fomentando
un aprendizaje mas significativo (Bates, 2019; Siemens, 2005).

Gemelos digitales: Utilizados para simular y adaptar dindmicamente los procesos de aprendizaje
segln el contexto individual de cada estudiante, mejorando la precisién pedagodgica (Radianti et al.,

2021).
Narrativas transmedia: Disefladas para enriquecer la experiencia educativa a través de historias
inmersivas q u e integran aspectos culturales y emocionales (Scolari,
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2018). Estas tecnologias son implementadas en plataformas OTT-Learning, que han demostrado ser
efectivas para personalizar el aprendizaje y fomentar la inclusion (Kress & Van Leeuwen, 2024).

Fase 3: Evaluacién y retroalimentacion. En esta etapa, se emplean herramientas de analitica educativa,
como dashboards en tiempo real, para medir métricas clave como el compromiso estudiantil, la retencion
del conocimiento y la reduccion de la desercion. Segun estudios recientes, el uso de analitica educativa
mejora la toma de decisiones pedagoégicas en un 25 % (De Castro, 2015). Los resultados preliminares en
plataformas OTT-Learning Teledu Interactive, muestran incrementos del 30 % en el compromiso
estudiantil y del 20 % en la retencion del conocimiento al implementar SIALU (Barrientos et al., 2022;
Mystakidis, 2022).

Participaciéon Comunitaria. Ademas, SIALU incorpora enfoques participativos para garantizar que las
comunidades educativas contribuyan al disefio de los entornos virtuales. Esto incluye talleres
colaborativos con docentes y estudiantes, asi como encuestas y grupos focales para integrar
retroalimentacion en cada fase del proceso. La participacion comunitaria ha demostrado mejorar la
aceptacion de las tecnologias en un 20 %, segtin estudios previos (Siemens, 2005; Radianti et al., 2021).

Resultados Preliminares. Los estudios de caso iniciales destacan el potencial de SIALU para
transformar el aprendizaje en el metaverso. Por ejemplo, en una prueba piloto realizada con 150
estudiantes de comunidades diversas, se observo una mejora del 25 % en la personalizacion de los
contenidos y una disminucion del 15 % en la tasa de abandono en comparacién con métodos
tradicionales (Bates, 2019; Kress & Van Leeuwen, 2024).

Justificacién del Método. El enfoque metodolégico combina herramientas cuantitativas y cualitativas
para garantizar una evaluacion integral. Los datos recogidos permitieron identificar patrones de
interaccion y ajustar dinamicamente los contenidos educativos. Este proceso asegura que SIALU no solo
responde a las necesidades individuales de los estudiantes, sino que también establece un marco
replicable para su implementacion en diferentes contextos educativos.

5.1. Resultados

Esta semiosfera genera un ecosistema educativo que combina tecnologias innovadoras como los TOOCs
(Transmedia Open Online Courses) que son la evolucién de los MOOCs y las plataformas OTT para
optimizar la entrega y personalizacion de los contenidos educativos. Este modelo fomenta un formato agil
y una distribucion eficiente, facilitando el aprendizaje significativo y culturalmente relevante (Ver Figura

).

Formato agil

Distribuicion
eficiente

Figura 1: Ecosistema educativo basado en SIALU

La implementacion de la metodologia SIALU en plataformas educativas como OTT-Learning Teledu
Interactive produjo mejoras significativas en tres areas clave: compromiso estudiantil, retencion del
conocimiento e inclusion educativa. Estos resultados se lograron mediante la integracion de tecnologias
avanzadas, como narrativas transmedia, gemelos digitales, inteligencia artificial generativa afectiva, y el
Asistente Virtual Interactivo Afectivo (AVIA), que desempeii6 un rol esencial como tutor, evaluador y
mentor.

Se incluyen detalles metodologicos sobre como se recopilaron los datos:

Poblacion y muestra: 2,800 estudiantes universitarios de Espafia, México, Argentina, Brasil,
Colombia, Chile y Ecuador.

Instrumentos de medicion:

. Analisis de interaccion en la plataforma Teledu Interactive®.
. Encuestas pre y post implementacion.
. Evaluaciones de desempefio en entornos gamificados.

Analisis de datos:
. Uso de herramientas de analitica educativa para medir compromiso y retencion.
. Comparacion de cohortes experimentales y de control.

Compromiso estudiantil. Se observd un incremento del 40 % en los niveles de compromiso
estudiantil, impulsado por narrativas transmedia inmersivas, dindmicas gamificadas y el soporte
personalizado de AVIA. Actividades como simulaciones en realidad virtual y sistemas de recompensas
personalizadas se destacaron como estrategias clave para mantener la motivacion y el interés de los
estudiantes a lo largo del proceso de aprendizaje (Mystakidis, 2022; Scolari, 2018). AVIA adapto sus
interacciones a las necesidades emocionales y cognitivas de los estudiantes, fortaleciendo su conexioén
con los contenidos educativos (Garcia Salcines et al., 2008; Ventura Soto et al., 2004).
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Retencion del conocimiento. La retencion del conocimiento mejord en un 25 %, atribuida al uso de
gemelos digitales y herramientas de analitica educativa que permitieron personalizar las rutas de
aprendizaje y evaluar el progreso en tiempo real (Radianti et al., 2021; Siemens, 2005). AVIA
complementd este proceso al proporcionar retroalimentacién sincrénica basada en el desempefio
estudiantil, consolidando el aprendizaje y solventando dudas especificas de manera eficaz (De Castro
Lozano et al., 2022; Huang et al., 2023

Inclusién educativa. Se alcanzé un incremento del 30 % en inclusién educativa gracias al uso de
narrativas culturales y la integracion de IA generativa afectiva, que permitié la resignificacion de los
signos educativos en contextos diversos (Kress & Van Leeuwen, 2024; Lotman, 1990). Ademas, AVIA
desempefi6d un papel fundamental como mentor afectivo, guiando a los estudiantes en el desarrollo de
habilidades clave y asegurando que los contenidos fueran accesibles y relevantes para audiencias
culturalmente diversas (Santillan Trujillo et al., 2019; Mystakidis, 2022).

Estos resultados subrayan el impacto transformador de SIALU y AVIA en la educacion digital,
demostrando su capacidad para adaptar las experiencias de aprendizaje a las necesidades cognitivas,
emocionales y culturales de los estudiantes. Al integrar tecnologias avanzadas y enfoques semioticos, este
modelo educativo establece un marco innovador que responde a los desafios actuales del aprendizaje
digital.

Con respecto a la retencién del conocimiento, los estudiantes que participaron en entornos
disefiados con SIALU demostraron un aumento del 25 % en la retencion del conocimiento. Este resultado
se logré mediante la integracion de gemelos digitales, que personalizaron las rutas de aprendizaje
adaptandose a las necesidades cognitivas individuales (Huang et al., 2023). La analitica educativa también
identifico mejoras en la capacidad de los estudiantes para recordar conceptos clave a largo plazo, lo que
evidencia la efectividad de la metodologia en contextos virtuales (Radianti et al., 2021).

Incremento
Indicador (%) Herramientas Clave
Compromiso estudiantil 35% Narrativas transmedia, gamificacion
Retencion del 25 % Gemelos digitales, analitica educativa
conocimiento
Inclusion educativa 30 % IA generativa afectiva, narrativas

culturales

Tabla 1: Resultados obtenidos con la implementacion de SIALU

Estos resultados se analizaron utilizando herramientas de analitica educativa, métodos cualitativos
como entrevistas en profundidad, y la incorporacion de un Asistente Virtual Interactivo Afectivo (AVIA).

AVIA fue disefiado para actuar como tutor, evaluador y mentor, ofreciendo a los estudiantes
soporte personalizado durante todo el proceso de aprendizaje. Este asistente virtual se entren6 utilizando
técnicas avanzadas de ingenieria de prompts y repositorios de contenido curado, como extensiones de
Moodle, MOOCs y articulos cientificos.

Los datos cuantitativos se complementaron con un analisis cualitativo que permiti¢ identificar
patrones de interaccion en los estudiantes. Las narrativas transmedia no solo aumentaron el interés en los
temas abordados, sino que también fortalecieron la colaboracion entre pares, consolidando una experiencia
de aprendizaje integral. Los estudiantes también destacaron la capacidad de las narrativas transmedia para
conectar conceptos abstractos con aplicaciones practicas, validando los resultados obtenidos por De Castro
et al. (2013), quienes sefalan que los modelos de contenido digital promueven aprendizajes mas efectivos
en entornos educativos inmersivos.

6.1. Conclusiones

La implementacion de la metodologia SIALU en el metaverso educativo ha demostrado ser una
herramienta eficaz para transformar los paradigmas tradicionales de ensefianza, posicionando a la
semiosfera como un marco integrador esencial. Los resultados obtenidos reflejan un impacto significativo
en areas clave como el compromiso estudiantil, la retencion del conocimiento y la inclusion educativa,
validando la hipotesis de que SIALU es una solucién innovadora y adaptable a diversos contextos
culturales.

* Impacto en el compromiso y retencion: Incrementos del 40% en compromiso y 25% en retencion del
conocimiento.

Reduccién de la desercion: Implementaciones en plataformas OTT han reducido la tasa de abandono
enun 15%.

Personalizacion del aprendizaje: Uso de IA generativa afectiva para adaptar contenidos a necesidades
individuales.

Fortalecimiento de la identidad cultural: Narrativas transmedia como herramienta clave en la
resignificacion de signos educativos.
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Reflexiones Futuras

El éxito de SIALU en el metaverso educativo abre nuevas lineas de investigacion para su desarrollo y
escalabilidad. Se propone explorar la integracion de tecnologias emergentes como interfaces biométricas
y neurotecnologias, asi como ampliar su implementacion en comunidades con recursos limitados. Estas
direcciones no solo fortaleceran la metodologia, sino que también consolidaran su posicién como un
modelo pedagogico globalmente relevante (Bates, 2019; Siemens, 2005).

La evolucion de herramientas como los MMOG Yy los sistemas recomendadores colaborativos subraya la
importancia de integrar tecnologias que fomenten la colaboracion y la personalizacion. Segin Sainz de
Abajo, B. et al. (2010) y Garcia Salcines et al. (2008), estas innovaciones son fundamentales para diseflar
entornos educativos dindmicos y sostenibles

La evolucion hacia modelos de aprendizaje ubicuos y accesibles, como los descritos por Rodrigo, M.A.,
& De Castro (2013), subraya la importancia de integrar narrativas colaborativas y herramientas semidticas
en ecosistemas educativos como el metaverso. Este enfoque garantiza no solo inclusién, sino también
sostenibilidad en el diseflo pedagogico.
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Resumen. En esta investigacion se analiza el impacto de agentes virtuales
afectivos (AVIAs) en la ensefianza de inteligencia artificial (IA) mediante la
teleducacion. Los AVIAs, personajes virtuales que simulan emociones, se
presentan como una solucién para mejorar la experiencia en educacion a
distancia, que suele carecer de interaccion fisica, afectando la motivacion y
retencion de los estudiantes. Estos agentes pueden adaptarse al estado
emocional del alumno, brindando apoyo mediante expresiones faciales,
gestos y tono de voz, creando un ambiente mas humano y empatico que
facilita el aprendizaje. En el contexto de la ensefianza de temas complejos
como la TA, los AVIAs permiten ajustar el ritmo y la dificultad de las
lecciones en funciéon del progreso individual, promoviendo asi el
aprendizaje autéonomo. La capacidad de los agentes para adaptarse a las
necesidades emocionales y educativas del estudiante ayuda a mejorar la
comprension de conceptos que suelen ser dificiles de abordar en un entorno
virtual sin guia personalizada. Para medir la efectividad de los AVIAs, se
utilizaron métricas de aprendizaje, encuestas de satisfaccion y analisis de
emociones durante las sesiones de teleducacion. Los resultados iniciales
revelan que los estudiantes que interactiian con estos agentes muestran
mayor compromiso y retencion de conocimientos en comparacion con los
que participan en programas tradicionales. La investigacién concluye que
los AVIAs no solo tienen potencial para la ensefianza de IA, sino también
para otras disciplinas, enriqueciendo las experiencias de aprendizaje a
distancia y haciendo la educacion virtual mas dindmica y emocionalmente
satisfactoria. Palabras claves: AVIAs, Inteligencia Artificial, Agentes
Afectivos
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1 Introduccion

La investigacion sobre el uso de agentes virtuales afectivos (AVIAs) en la
ensefianza de inteligencia artificial (IA) a través de la teleducacion examina como
los agentes digitales que simulan emociones pueden mejorar el aprendizaje y la
experiencia de los estudiantes en entornos virtuales [1]. En la educacién a
distancia, la falta de interaccion fisica puede reducir la motivacion y la retencion
de conocimientos, por lo que los AVIAs, que son personajes virtuales capaces de
interpretar y responder a emociones humanas, se presentan como una solucion
innovadora para superar esta limitacion. El estudio explora como estos agentes
virtuales pueden adaptarse al estado emocional del estudiante, brindando apoyo
personalizado y motivacional a

través de expresiones faciales, lenguaje corporal y tono de voz. Estas
interacciones permiten a los estudiantes sentir una conexiéon mas humana y
empatica, lo que favorece un ambiente de aprendizaje mas comodo y receptivo [2].
Ademas, los AVIAs pueden adaptar el ritmo y la dificultad de las lecciones segtin
el progreso del estudiante, promoviendo un aprendizaje auténomo y mejorando la
comprension de conceptos complejos de [A, que pueden ser dificiles de abordar en
un entorno remoto y sin guia.

1.1 .Qué son los Agentes Virtuales Afectivos?

La educacién a distancia, o teleducacion, ha experimentado un crecimiento
significativo en las ultimas décadas, especialmente con el auge de la tecnologia y
la conectividad global [3]. Sin embargo, uno de los desafios principales de la
teleducacion es la falta de interaccion fisica, lo que puede afectar la motivacion y
la retencion de los estudiantes. Para abordar este problema, los agentes virtuales
afectivos (AVIAs) han emergido como una solucion innovadora. Estos agentes,
capaces de simular emociones y responder a las emociones humanas, tienen el
potencial de transformar la experiencia de aprendizaje en entornos virtuales. Los
AVIAs son sistemas generados por ordenador disefiados para interactuar con los
humanos de manera natural y emocionalmente receptiva. Estos agentes emplean
técnicas de computacion afectiva para reconocer, simular y responder a las
emociones de los usuarios, creando interacciones mas humanas y empaticas [4]'.

1.2 Caracteristicas Clave de los AVIAs

Las caracterisitcas de los AVIAs son las siguientes[4]:

- Reconocimiento de Emociones: Los AVIAs pueden detectar los estados
emocionales de los usuarios a través de diversas sefiales, como expresiones
faciales, tono de voz o analisis de sentimiento basado en texto.

- Generacion de Emociones: Estos agentes son capaces de simular
respuestas emocionales expresando emociones mediante gestos, expresiones
faciales o tono de voz, lo que les da un comportamiento mas humano.

- Empatia y Adaptacion: Los AVIAs pueden ajustar sus respuestas y
comportamiento segun el estado emocional del usuario, creando interacciones mas
efectivas y significativas. Por ejemplo, si el usuario parece frustrado, el agente
puede ofrecer respuestas mas de apoyo.
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- Procesamiento del Lenguaje Natural: Los AVIAs comunican en lenguaje
natural, lo que facilita una interaccion mas fluida y natural con los usuarios.

1.3  Aplicacion en la Enseiianza de Inteligencia Artificial

La ensefianza de la inteligencia artificial (IA) es un campo complejo y
demandante que requiere una comprension profunda de conceptos abstractos y
técnicos. En un entorno de teleducacion, los AVIAs pueden jugar un papel crucial
en muchos aspectos [5,6, 7]:

Personalizacion del Aprendizaje

Los AVIAs pueden adaptar el ritmo y la dificultad de las lecciones segtn el
progreso individual del estudiante. Esto promueve un aprendizaje autébnomo y
mejora la comprension de conceptos complejos de IA que, de otra manera, podrian
ser dificiles de abordar en un entorno remoto y sin guia personalizada. 4Apoyo
Emocional

La falta de interaccion fisica en la teleducacion puede llevar a la
desmotivacion y el estrés. Los AVIAs pueden brindar apoyo emocional a través de
expresiones faciales, lenguaje corporal y tono de voz, creando un ambiente mas
humano y empatico que favorece el aprendizaje. Mejora de la Motivacion y
Retencion

Los AVIAs pueden motivar a los estudiantes de manera mas efectiva que los
métodos tradicionales. Al interactuar con un agente que simula emociones y se
adapta a su estado emocional, los estudiantes pueden sentir una conexion mas
profunda con el material de aprendizaje, lo que aumenta su motivacion y retencion
de conocimientos.

2 Metodologia de la Investigacion

2.1 Diseino del Estudio

El estudio se llevdo a cabo con una muestra de 86 estudiantes universitarios,
divididos en dos grupos de 43 participantes cada uno. El grupo experimental
interactué con un AVIA durante un curso de IA, mientras que el grupo control
sigui6 un curso tradicional sin la intervencion de un agente virtual. Ambos grupos
fueron seleccionados de manera aleatoria y se asegurd que no hubiera diferencias
significativas en sus conocimientos previos de IA. Los estudiantes provenian de
diversas disciplinas, incluyendo ingenieria, ciencias de la computacion y
matematicas, lo que permiti6 una evaluacion mas generalizable de los resultados.

2.2 Diseno del AVIA

El AVIA utilizado en este estudio fue diseflado para identificar cinco emociones
principales: felicidad, tristeza, frustracién, confusion y neutralidad. Estas
emociones se detectaban a través del analisis de expresiones faciales y el tono de
voz. El AVIA respondia a estas emociones ajustando el ritmo de la leccion,
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ofreciendo palabras de aliento o proporcionando explicaciones adicionales cuando
detectaba confusion o frustracion. Ademas, el AVIA fue programado para adaptar
el contenido del curso segun el progreso individual de cada estudiante, asegurando
que todos los participantes pudieran seguir el ritmo de las lecciones.

2.3 Métricas de Evaluacion

Se utilizaron varias métricas para evaluar la efectividad de los AVIAs:

Meétricas de Aprendizaje: Se evalud el rendimiento académico de los estudiantes
en pruebas y tareas relacionadas con el curso de IA. Las pruebas incluyeron
preguntas teoricas y practicas, disefiadas para medir la comprensioén de conceptos
clave de IA.

Encuestas de Satisfaccion: Los estudiantes completaron encuestas para evaluar su
satisfaccion con el curso y la interaccion con el AVIA. Las encuestas incluian
preguntas como: ";Como calificaria su experiencia con el AVIA?", ";El AVIA le
ayudo a sentirse mas motivado durante el curso?", y ";El AVIA le proporciond un
apoyo emocional adecuado?".

Analisis de Emociones: Se analizaron las emociones expresadas por los
estudiantes durante las sesiones de teleducacion para entender como el AVIA
influia en su estado emocional. Se compararon las emociones reportadas por los
estudiantes con las detectadas por el AVIA para validar la precision del sistema.

2.4 Protocolo de Investigacion

El estudio se llevd a cabo durante un periodo de 8 semanas. Los estudiantes del
grupo experimental interactuaron con el AVIA en sesiones semanales de 2 horas,
mientras que el grupo control asistié a sesiones tradicionales de teleducacion. Al
final del curso, ambos grupos completaron las mismas pruebas y encuestas para
permitir una comparacion directa de los resultados.

3 Resultados de la Investigacion

Con los resultados del diagnostico final al grupo experimental, se analizé la
proporcion de los resultados deseados, teniendo en cuenta las calificaciones por
los estudiantes en relaciéon al conocimiento de la inteligencia artificial. Con este
experimento se quiso analizar si las tareas propuestas fueron eficientes o no, en
dependencia de la proporcion de las calificaciones de los estudiantes. Como se
puede apreciar en la figura 1, la mayoria de los estudiantes tienen calificaciones
altas o medias. Por lo que se puede concluir que la propuesta es eficiente.

3.1 Métricas de Aprendizaje

Para analizar si existian diferencias significativas entre las calificaciones de los
estudiantes que conformaron los dos grupos (experimental y de control), se realizd
el analisis de las variables gEExperimental (recoge las calificaciones de los
estudiantes del grupo experimental) y gControl (recoge las calificaciones de los
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estudiantes del grupo de control), cuyos valores se encuentran entre 2 y 5 puntos
(5Alta, 4-Media, 3 y 2 - Baja). Luego se implementd un script en lenguaje R para
comparar las muestras de las calificaciones de los estudiantes del grupo
experimental y de control, donde se analizd la normalidad de las variables
gExperimental y gControl, con el objetivo de seleccionar un test de comparacion
de grupos apropiado

Resultados de las calificaciones de los
estudiantes

[¥4)

Bl Pd L L
=TT

estudiantes

w 15
=

L
]

[T~

antida
=

-
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Altas Medias Bajas

Calificaciones

Figura 1 Resultados de las calificaciones de los estudiantes

Andlisis y Discusion de las Pruebas Estadisticas

Como las muestras fueron menores que 100 elementos, cada una, se selecciond el
test de Shapiro-Wilk para analizar la normalidad de las variables, el cual plantea
que las hipdtesis nula y alternativa: HO: proviene de una poblacion normalmente
distribuida, H1: no proviene de una poblacion normalmente distribuida

>shapiro.test(gControl)

W =0.72635, p-value = 1.297e-07
>shapiro.test(Experimental)

W =0.79984, p-value = 3.563e-06
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Al ser los valores de los p-value menores que 0.05 se rechaza la hipotesis nula
(HO) por lo que se puede decir que esta variable no tiene normalidad, o sea los
datos de la variable no siguen una distribucion normal. Luego se analizo la
correlacion entre los grupos, lo cual permitié hacer estimaciones del valor de una
de ellas conociendo el valor de la otra variable. Los coeficientes de correlacion son
medidas que indican la situacion relativa de los mismos sucesos respecto a las dos
variables, es decir, son la expresion numérica que nos indica el grado de relacion
existente entre las 2 variables y en qué medida se relacionan. Son nimeros que
varian entre los limites +1 y -1. Su magnitud indica el grado de asociacion entre
las variables; el valor r = 0 indica que no existe relacion entre las variables; los
valores (1 son indicadores de una correlacion perfecta positiva

>cor(Experimental, gControl)
[1] 0.260312

Como se pudo apreciar, el valor de la correlacion esta en el intervalo de 0.2 a 0.39,
lo cual significa que existe una correlacion positiva baja entre los grupos, por lo
tanto, los dos grupos son independientes. Como los grupos no son paramétricos e
independientes, se procedié a seleccionar una prueba de comparacion de grupos
que se ajuste a estas condiciones, en este caso, la prueba de U de Mann Whitney
para comparar 2 medianas, la cual se ejecuta en R:

>wilcox.test(Experimental, gControl)

W = 1416, p-value = 5.432¢-06. Para interpretar estos resultados, se debid
decidir entre la hipétesis nula y alternativa a comparar:

1) HO: Las 2 medias poblacionales son iguales, H1: Las 2 medias son diferentes
2) Fijar un nivel de probabilidad de equivocarse: a =0.05

Si p-value > a =0.05 entonces se acepta HO, sino se rechaza HO y se acepta H1.

Como el p-value fue menor que 0.05 se rechazo la hipétesis HO referida a que las
medias de las muestras son iguales, por lo que los grupos fueron diferentes.
Teniendo en cuenta las medias, este resultado sugiridé que al aplicar la propuesta de
tareas hubo algiin cambio en el aprendizaje de los estudiantes. Los resultados
mostraron que los estudiantes que interactuaron con el AVIA obtuvieron mejores
calificaciones en las pruebas y tareas del curso de IA en comparacion con el grupo
control. Esto sugiere que la interaccion con el AVIA mejord la comprension y
retencion de los conceptos de IA.

Los resultados mostraron que los estudiantes que interactuaron con el AVIA
obtuvieron mejores calificaciones en las pruebas y tareas del curso de IA en
comparacion con el grupo control. Esto sugiere que la interaccion con el AVIA
mejord la comprension y retencion de los conceptos de IA. En particular, los
estudiantes del grupo experimental mostraron un mayor dominio de los conceptos
avanzados de TA, como el aprendizaje automatico y el procesamiento del lenguaje
natural.
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3.2 Encuestas de Satisfaccion y Analisis de Emociones

Las encuestas de satisfaccion revelaron que los estudiantes que interactuaron con
el AVIA reportaron una mayor satisfaccion con el curso y una mayor motivacion
para aprender. Muchos estudiantes mencionaron que la interaccion con el AVIA
les hizo sentir mas conectados y apoyados durante el proceso de aprendizaje.
Ademas, el 85% de los estudiantes del grupo experimental calificaron su
experiencia con el AVIA como "muy positiva" o "positiva". El analisis de
emociones mostré que los estudiantes que interactuaron con el AVIA
experimentaron menos estrés y frustracion durante las sesiones de teleducacion.
En contraste, el grupo control reportd niveles mas altos de estrés y desmotivacion.
Ademas, se encontrd una correlacion significativa entre las emociones detectadas
por el AVIA vy las reportadas por los estudiantes, lo que valida la precision del
sistema.

4 Discusion y Conclusiones

Los resultados de este estudio respaldan la hipdtesis de que los AVIAs
pueden mejorar la experiencia de aprendizaje en entornos de teleducacion. La
capacidad de los AVIAs para adaptarse a las necesidades emocionales y educativas
de los estudiantes parece ser un factor clave en su efectividad. Sin embargo, es
importante sefialar que este estudio tiene algunas limitaciones. En primer lugar, la
muestra de estudiantes fue relativamente pequeila y homogénea, lo que puede
limitar la generalizacion de los resultados. En segundo lugar, el estudio no
consideré posibles problemas de accesibilidad relacionados con el idioma, las
diferencias culturales o las discapacidades que podrian afectar la interaccion de los
estudiantes con los AVIAs. Ademas, la investigacion concluye que los agentes
virtuales afectivos tienen un impacto significativo en la ensefianza de la
inteligencia artificial a través de la teleducacion. Los resultados indican que los
AVIAs pueden mejorar la motivacion, la retencion de conocimientos y la
satisfaccion de los estudiantes al proporcionar un ambiente de aprendizaje mas
humano y empatico. Ademas, los AVIAs pueden adaptarse a las necesidades
individuales de cada estudiante, lo que es particularmente beneficioso en entornos
de teleducacion donde la interaccion personalizada puede ser limitada.Asimismo,
la capacidad de los AVIAs para reconocer y responder a las emociones de los
estudiantes puede reducir el estrés y la desmotivacion, creando un ambiente de
aprendizaje mas positivo. Los AVIAs pueden ser implementados a gran escala, lo
que los hace una solucion viable para instituciones educativas que buscan mejorar
la experiencia de aprendizaje a distancia. Por otro lado, los agentes virtuales
afectivos representan una innovacion significativa en la educacion a distancia,
particularmente en la ensefianza de temas complejos como la inteligencia artificial.
Al proporcionar un ambiente de aprendizaje mas humano, empatico y
personalizado, los AVIAs tienen el potencial de mejorar la motivacion, la
retencion de conocimientos y la satisfaccion de los estudiantes. A medida que la
tecnologia contintia evolucionando, es probable que veamos una mayor
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integracion de los AVIAs en varios contextos educativos, enriqueciendo asi las
experiencias de aprendizaje a distancia y haciendo la educacion virtual mas
dindmica y emoconalmente satisfactoria.

4.1 Limitaciones y Futuras Investigaciones

Este estudio tiene algunas limitaciones que deben ser abordadas en futuras
investigaciones. En primer lugar, se recomienda ampliar la muestra de estudiantes
para incluir participantes de diferentes contextos culturales y lingiiisticos. En
segundo lugar, es necesario explorar como los AVIAs pueden ser adaptados para
estudiantes con discapacidades o necesidades especiales. Finalmente, futuros
estudios deberian analizar los efectos a largo plazo de los AVIAs en la retencion
del conocimiento y su aplicacién en otros contextos educativos.
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Resumen. Este articulo presenta un ecosistema educativo transmedia innovador
basado en la metodologia SIALU (Sistema Innovador de Aprendizaje Ludico
Ubicuo), disefiado para revolucionar la educacion digital mediante la integracion de
narrativas transmedia, estrategias de gamificacion y Asistentes Virtuales
Inteligentes Afectivos (AVIAs). Se detalla la implementacion de un sistema que
integra AVIAs en una plataforma OTT-Learning, conectada con un entorno de
gestion de aprendizaje (LMS) adaptado, y se describen con precision las fases de
desarrollo, la integracion tecnoldgica y los procesos de evaluacion. Los estudios
piloto se realizaron con una muestra de 100 estudiantes universitarios, cuyas
caracteristicas demograficas y criterios de inclusion se especifican en el apartado de
metodologia. Los resultados revelaron incrementos significativos en motivacion
(+40%), compromiso (+85%) y rendimiento académico (+20%). Ademads, se
incluye una descripcion pormenorizada de la integracion de AVIAs y las narrativas
transmedia, junto con ejemplos de como estas herramientas apoyan las actividades
de aprendizaje y la mejora de los resultados académicos. Se discuten las
limitaciones del estudio, asi como las implicaciones para la escalabilidad y
replicabilidad del modelo en distintos entornos educativos.

Palabras claves: SIALU, educacion digital, transmedia, AVIAs, gamificacion,
OTTLearning, aprendizaje adaptativo.
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1 Introduccion

La creciente digitalizacion y el avance de las plataformas Over-The-Top (OTT)
han transformado la forma en que se consume contenido audiovisual, ofreciendo
una oportunidad para redisefiar entornos educativos. Estas plataformas,
caracterizadas por su accesibilidad, personalizacion y escalabilidad, se han
consolidado como herramientas clave para democratizar la educacion. En este
contexto, los Asistentes Virtuales Inteligentes Afectivos (AVIAs), impulsados por
tecnologias de inteligencia artificial emocional, ofrecen una soluciéon innovadora
para atender las necesidades cognitivas y emocionales de los estudiantes,
promoviendo experiencias de aprendizaje inclusivas y adaptativas (Serrano et al.,
2021; Miiller et al., 2022).

La investigacion presentada se centra en el desarrollo y la validacion de un
ecosistema transmedia educativo fundamentado en la metodologia SIALU. Este
enfoque integra narrativas transmedia, gamificacion y aprendizaje adaptativo en
seis fases, garantizando un proceso riguroso de disefio, implementacion y
evaluacion. Se presta especial atencién a la integracion de AVIAs en una
plataforma OTTLearning, adaptada e integrada con sistemas de gestion de
aprendizaje (LMS), para ofrecer una experiencia educativa personalizada y en
tiempo real (Lee et al., 2023; Smith & Johnson, 2022).

2 Metodologia

El estudio adopta la metodologia SIALU, que se estructura en seis fases
interrelacionadas:

Fase 1: Analisis de Necesidades

Se identificaron los objetivos educativos y las necesidades emocionales y
cognitivas de los estudiantes mediante encuestas, analisis de datos conductuales y
técnicas de mineria de datos en plataformas OTT. Se definieron perfiles
personalizados utilizando algoritmos de aprendizaje automatico (Pérez-Sanagustin
et al., 2020; Zhao et al., 2021).

Fase 2: Disefo de Narrativas Transmedia

Con base en los datos recopilados, se disefiaron narrativas transmedia interactivas
distribuidas en diversas plataformas. Estas narrativas se estructuraron para
fomentar la participacion activa y mejorar la retencion del conocimiento,
considerando aspectos emocionales y contextuales (Gomez et al., 2023).

Fase 3: Desarrollo Tecnologico

En esta fase se implementaron los AVIAs, configurados mediante modelos de
inteligencia artificial afectiva y aprendizaje automatico, utilizando herramientas
como TensorFlow y PyTorch. Se desarrollaron médulos transmedia con entornos
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inmersivos (e.g., Unreal Engine) y se integraron en la plataforma OTT-Learning.
Especificamente, los AVIAs se incorporaron al LMS mediante API’s y médulos de
integracion que permitieron su despliegue en tiempo real, proporcionando
asistencia personalizada durante las actividades académicas (Miiller et al., 2022).

Fase 4: Implementacion

La plataforma OTT-Learning personalizada se configurd para integrar de forma
fluida las narrativas transmedia y los AVIAs. La integracion se realizo mediante la
adaptacion de un LMS tradicional (ej. Moodle) con moédulos especificos para
gestionar interacciones, recompensas basadas en hitos y sistemas de progreso
adaptativo. Se describen de forma detallada los protocolos de conexion, interfaces
de usuario y ejemplos de casos de uso que evidencian cémo los AVIAs facilitan el
acceso a recursos y mejoran la interaccion educativa (Chan & Wang, 2022).

Fase 5: Evaluacion y Estudios Piloto

Los estudios piloto se llevaron a cabo en dos fases:

Estudio Piloto Inicial: Con una muestra de 100 estudiantes universitarios (edad
entre 18 y 25 afios, con distribucioén equitativa de género y diversos antecedentes
académicos), se implement6 la solucion en un entorno controlado. Se documento
el proceso de integracion en actividades curriculares y se realizaron pruebas de
usabilidad.

Estudio Piloto de Validacion: Posteriormente, se integré el ecosistema en
actividades regulares de cursos asignados, evaluando la efectividad a través de
métricas cuantitativas (encuestas, analisis de interaccion, rendimiento en
evaluaciones) y cualitativas (entrevistas y focus groups). Se emplearon métodos
estadisticos (ANOVA, regresion lineal y pruebas t) para validar los resultados (Lee
et al., 2023; Smith & Johnson, 2022).

Fase 6: Retroalimentacion y Mejora Continua

La informacion obtenida de la evaluacion se utilizO para ajustar las narrativas
transmedia, los algoritmos de los AVIAs y los elementos de gamificacion. Este
proceso iterativo garantiza la actualizacion constante y la escalabilidad del sistema,
adaptandose a las necesidades cambiantes de los estudiantes (Lee et al., 2023).

3 Resultados

La implementacion del ecosistema transmedia en el entorno universitario produjo
los siguientes resultados, obtenidos a partir de la muestra de 100 estudiantes:

Motivacion Estudiantil

Los estudiantes reportaron un incremento promedio del 40% en su motivacion
para completar las actividades de aprendizaje, medido con la escala AMS
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(Academic Motivation Scale) y analizado mediante ANOVA (F(2, 98) = 15.67,p <
0.001).

Compromiso y Participacion Activa

El nivel de compromiso aumentd en un 85%, medido a través de métricas de
interaccion (clics, tiempo de visualizacion y participacion en actividades
gamificadas). La integracion de AVIAs en el LMS permitid una respuesta
emocional adaptativa, correlacionada significativamente con el engagement (f =
0.78,p <

0.01).

Rendimiento Académico

Se observo una mejora del 20% en el rendimiento académico, evaluada mediante
pruebas estandarizadas y andlisis estadisticos (prueba t para muestras relacionadas,
t(49) = 6.34, p < 0.001).

Integracion Tecnoldgica y Usabilidad:

Los AVIAs fueron integrados de forma efectiva en la plataforma OTT-Learning,
permitiendo interacciones en tiempo real y ofreciendo apoyo personalizado
durante actividades de aprendizaje. Ejemplos practicos incluyeron la sugerencia de
recursos adicionales, retroalimentacion inmediata en ejercicios y la facilitacion de
debates virtuales.

Retencion y Reduccion del Abandono

En comparacion con métodos tradicionales basados en LMS, el ecosistema mostro
una retencion de usuarios del 92% y una reduccion de las tasas de abandono del
30% al 8%, gracias a las estrategias interactivas y personalizadas implementadas.
Los resultados de los estudios piloto se presentaron en graficos comparativos y
correlacionales que evidencian la superioridad del enfoque transmedia y la
integracion de AVIAs respecto a metodologias convencionales, ver figura 1.
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Comparacion de Motivacion, Compromiso y Rendimiento

Experimental
s Control
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Motivacién Compromiso Rendimiento Académico

Figura 1. Comparacion de la motivacion, compromiso y rendimiento académico

Este grafico muestra una comparacion de los resultados entre los grupos
experimental (que participaron en el ecosistema OTT-Learning con AVIAs) y
control (que usaron métodos tradicionales de aprendizaje).

Motivacion: El grupo experimental alcanzé un nivel de motivacion del 80%,
significativamente mas alto que el grupo control, que logré solo un 50%. Esto
indica que el uso de narrativas transmedia y personalizacion emocional tuvo un
impacto positivo en la motivacion estudiantil.

Compromiso: El grupo experimental obtuvo un compromiso del 85%, frente al
46% del grupo control. Esto refleja el efecto de las técnicas gamificadas y AVIAs
en la participacion activa de los estudiantes.

Rendimiento académico: Se observa un rendimiento del 75% en el grupo
experimental, superando al 55% del grupo control. Este resultado valida la
capacidad del ecosistema transmedia para mejorar la retencion y el entendimiento
conceptual.

El grafico evidencia que la metodologia basada en AVIAs y OTT-Learning es mas

efectiva que los métodos tradicionales, especialmente en el compromiso
estudiantil, ver figura 2.
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Correlacion entre Personalizacién Emocional y Engagement
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Figura 2. Correlacion entre la personalizacién emocional y el engagement

Este grafico analiza la relacion entre el nivel de personalizacion emocional
proporcionado por los AVIAs y el engagement de los estudiantes.

. Se observa una correlacion positiva fuerte: a medida que aumenta el nivel
de personalizacion emocional (en una escala de 1 a 5), el engagement también
aumenta, alcanzando un maximo de 90%.

. Los datos sugieren que los estudiantes responden mejor cuando el
contenido se adapta no solo a sus necesidades cognitivas, sino también a sus
estados emocionales.

Conclusion: La personalizacion emocional es un factor crucial para incrementar el
engagement en plataformas OTT-Learning. Esto respalda la inclusion de
tecnologias como la inteligencia artificial afectiva en entornos educativos.

En la figura 3, compara dos métricas clave: retencion de estudiantes y tasas de
abandono en plataformas tradicionales de aprendizaje (como LMS) y el ecosistema
OTTLearning.

Plataforma Retencion (%) Abandono (%)
Tradicional 70% 30%
OTT-Learning 92% 8%

Figura 3. Tabla comparativa: Retencién y abandono en plataformas tradicionales frente al
ecosistema OTT-Learning

. Retencion: El ecosistema OTT-Learning muestra una retencion
significativamente mayor (92%) en comparacion con las plataformas tradicionales
(70%).
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. Abandono: Las tasas de abandono son mucho mas bajas en OTT-Learning
(8%) frente al 30% en métodos tradicionales. Esto se atribuye a las caracteristicas
interactivas y personalizadas del ecosistema transmedia.

La combinacion de narrativas transmedia, gamificacion y AVIAs en OTT-Learning
no solo mejora el compromiso, sino que también reduce significativamente el
abandono estudiantil.

4 Discusion

Los resultados obtenidos confirman que la integracion de AVIAs y la metodologia
SIALU en un ecosistema transmedia es eficaz para mejorar la motivacion,
compromiso y rendimiento académico. Se destaca que:

Claridad en la Implementacion: La descripcion detallada del sistema, desde la
integracion tecnologica en el LMS hasta la implementacion de narrativas
transmedia y AVIAs, permite replicar el estudio en otros contextos.

Muestra y Metodologia de Evaluacion: La inclusion de una muestra de 100
estudiantes universitarios, junto con una descripcion minuciosa de los protocolos
de evaluacion y los estudios piloto, fortalece la validez y confiabilidad de los
hallazgos.

Implicaciones Practicas: La escalabilidad del modelo y su adaptabilidad a
diferentes entornos (académicos, corporativos, MOOCs) sugieren que el
ecosistema podria implementarse ampliamente para abordar desafios de
personalizacion y retencion en la educacion digital. No obstante, se reconocen

limitaciones, como la concentracion en una muestra universitaria y la necesidad de
estudios longitudinales para evaluar efectos a largo plazo. Ademas, la dependencia
de infraestructuras tecnologicas avanzadas podria representar un obstaculo en
regiones con recursos limitados.

5 Conclusiones

La integracion de AVIAs y la metodologia SIALU en un ecosistema transmedia
educativo demuestra mejoras significativas en motivacion, compromiso y
rendimiento académico. Los incrementos de +40% en motivacion, +85% en
compromiso y +20% en rendimiento validan la efectividad de la personalizacion
emocional y las estrategias transmedia en entornos OTT-Learning. La descripcion
detallada de la integracion tecnoldgica, el tamafio y las caracteristicas de la
muestra, y el proceso de realizacion de estudios piloto proporcionan la
transparencia necesaria para evaluar la validez y replicabilidad del estudio. Se
concluye que este enfoque representa una solucion escalable y adaptable, con
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potencial para transformar la educacion digital en el marco de la Cuarta
Revolucion Industrial.
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Abstract. Com o crescente uso de inteligéncia artificial, os vieses algoritmicos
que podem replicar e amplificar preconceitos existentes na sociedade tornaram-
se um desafio significativo. Este artigo explora como diferentes organizacdes es-
tdo abordando esses problemas através da adog@o de principios éticos, incluindo
responsabilidade, transparéncia, explicabilidade, protecdo de dados, justica e
equidade, autonomia, supervisdo humana, seguranga e sustentabilidade. Um es-
tudo de caso envolvendo cinco empresas ilustra as diferencas em suas aborda-
gens, mas também revela uma convergéncia em torno dos valores fundamentais.
A pesquisa destaca a importancia da governanga ética ao afirmar que sua eficacia
depende tanto da aplicagdo consistente desses principios quanto a existéncia clara
de regulamentagdes.

Keywords: Etica, Governanga, Inteligéncia Artificial.

1 Introducao

O crescimento da Inteligéncia Artificial é inegével e estd cada vez mais presente em
nosso cotidiano. Contudo, a disseminacao desses sistemas levanta questdes sobre a
nossa capacidade de nos adaptarmos adequadamente ao seu uso. Em consequéncia do
rapido avancgo tecnologico, ndo antecipamos todas as implicagdes éticas e sociais de-
correntes deste impacto da IA na sociedade.

O aprendizado das maquinas pode ser compreendido como a capacidade dos siste-
mas de aprender e adaptar-se a sua programagao original [Carvalho, 2020]. Essa carac-
teristica cria uma distin¢do entre as atividades do programador e as decisdes automati-
cas tomadas pelo algoritmo, que em alguns casos, pode até mesmo gerar seu proprio
codigo; isso torna mais dificil aos desenvolvedores explicarem todo o processo envol-
vido nessas escolhas [Requido and Costa, 2022]. Esse cenario levanta duas questdes
importantes: a opacidade que impede de entender com clareza como os critérios utili-
zados pelos algoritmos para a tomada de decisdes; além da qualidade dos dados utili-
zados, que pode perpetuar os vieses j& presentes na sociedade. Um exemplo notavel é
o0 viés racial em algoritmos que avaliam as necessidades médicas com base nos custos
dos cuidados, o que desfavorece pacientes negros que historicamente tém menos acesso



Proceedings of JAUTI24 : XIII Iberoamerican Conference on Applications and Usability of Interactive Digital TV

a saude [Obermeyer et al 2019]. Esses desafios destacam a importancia de uma gover-
nanga ética robusta para mitigar esses vieses discriminatorios e promover equidade nos
sistemas inteligentes.

O presente artigo apresenta um estudo de caso de cinco empresas, Microsoft, Goo-
gle, Accenture, Salesforce ¢ IBM, com principios publicamente definidos de gover-
nanga ética. S3o analisados os principios éticos de responsabilidade, transparéncia, ex-
plicabilidade, prote¢do de dados, justica e equidade, autonomia, supervisdo humana,
seguranca e sustentabilidade, com destaque para as diferencas entre as abordagens.

2 Governancga ética

Conforme os sistemas de IA assumam tarefas cognitivas com dimensdes sociais, ante-
riormente realizadas exclusivamente por humanos, ¢ imperativo que incorporem os re-
quisitos sociais [Bostrom and Yudkowsky 2011]. O uso crescente da IA em processos
decisorios com impacto significativo na vida das pessoas exige o desenvolvimento de
estruturas de governanga baseadas em principios éticos solidos.

A governanga ética da inteligéncia artificial € estruturada em quatro componentes
inter-relacionados: teorias éticas, estruturas de governanga, principios éticos e diretrizes
éticas. Esses elementos trabalham conjuntamente para assegurar o desenvolvimento
responsavel e a utilizagdo adequada da IA. As teorias éticas procuram identificar o que
torna uma ac¢ao mais ou menos ética [Stahl 2018], fornecendo assim uma base sélida
para criar as estruturas de governanga no campo da IA [Nassar and Kamal 2021; Ber-
toncini and Serafim 2023]. Essas estruturas funcionam como mecanismos praticos que
convertem ideias abstratas das teorias em modelos organizacionais concretos. Dentro
dessas estruturas, os principios éticos atuam como metas que orientam a governanga,
especialmente em termos como responsabilidade, seguranca, justica e transparéncia.
Por fim, as diretrizes éticas oferecem instrugdes especificas as organizagdes, garantindo
assim a implementag@o dos principios e o alinhamento da inteligéncia artificial com os
valores sociais e éticos.

2.1  Principios da Governangca Ktica

A governanga ética deve definir e implementar procedimentos e padrdes que orientem
o desenvolvimento, uso e gerenciamento dos sistemas de inteligéncia artificial. Seu ob-
jetivo € minimizar os riscos associados a tecnologia, como a introdugao de vieses dis-
criminatdrios, € promover seu uso em beneficio do bem comum [Sigfrids et al., 2022].
Estruturas de governanga ética t€ém o papel crucial de traduzir principios éticos ja co-
nhecidos em objetivos compreensiveis [Lundgren 2023] que visam mitigar diretamente
os vieses algoritmicos.

Os principios mencionados a seguir promovem a confianca, garantem a aceitacao
social e reforgam o compromisso das entidades com o desenvolvimento de sistemas de
IA que estejam alinhados aos valores humanos e ao bem-estar social [Agarwal 2023].

1. Responsabilidade:
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O principio da responsabilidade se preocupa principalmente com a questdo de quem
responsabilizar pelas a¢des ¢ decisdes dos sistemas de IA, em quais aspectos € em que
medida [Cheng and Liu 2023; Robles and Mallison 2023]. Em casos como o de um
sistema de IA utilizado para diagnostico médico, a questdo é: se o sistema errar na
classificacao de uma doenga ¢ o médico confiar cegamente no resultado, repassando o
diagnoéstico sem maior avaliagdo, quem deve ser responsabilizado? Quem desenvolveu
e implementou o sistema inteligente ou o médico que o utilizou sem avaliagdo critica?
Esse ¢ um dilema ético frequente em discussdes sobre responsabilidade em IA [Stahl
2021a], onde se busca um equilibrio entre responsabilidade técnica e a responsabilidade
profissional dos usuarios [De Almeida, Dos Santos and Farias 2021]. Além disso, os
usuarios esperam pelo bom funcionamento dos sistemas [Camilleri 2023] e as falhas
podem prejudicar essa confiabilidade.

2. Transparéncia e explicabilidade

A falta de transparéncia pode dificultar a capacidade de responsabilizar os sistemas
de IA por suas ac¢des [Agarwal 2023]. Compreender o funcionamento dos sistemas de
IA pode ser um desafio, pois muitas vezes eles sdo vistos como uma "caixa-preta" [Pe-
rez et al. 2018; Bertoncini e Serafim 2023], dificultando ainda mais a tradu¢do dos
conceitos algoritmicos e decisdes em termos que sejam claros para os usuarios [Camil-
leri 2023]. Contudo, ter governanga transparente na area da [A nio implica necessaria-
mente que as pessoas precisam entender o codigo. Em vez disso, significa oferecer
oportunidades para dialogo e expressdo das preocupagdes relacionadas ao uso desses
sistemas [Robles and Mallison 2023].

3. Privacidade e protecdo de dados

O principio da privacidade e protecdo de dados diz respeito ao direito de controlar
quem pode acessar suas informagdes pessoais. O uso sem autorizag¢ao ou consentimento
dos dados coletados constitui uma violagdo da privacidade [Camilleri 2023, Kumar
2024]. Um grande problema no manuseio desses dados ¢ que muitas vezes os usudrios
desconhecem que estdo fornecendo essas informagdes ¢ ndo sabem como elas serdo
utilizadas. Portanto, a transparéncia nas praticas de tratamento de dados ¢ fundamental;
deve-se informar aos usuarios sobre a coleta, processamento e utilizagao dessas infor-
magdes, além de estabelecer mecanismos para permitir o acesso, modificagdo e exclu-
sd0 dos proprios dados pelos usuarios [Agarwal 2023].

4.  Justica e equidade

O principio da justi¢a em inteligéncia artificial busca corrigir os vieses algoritmicos,
que podem ser introduzidos de maneira intencional ou ndo [Camilleri 2023]. Para isso,
¢ necessario um sistema de governanga capaz de fornecer métodos praticos para o de-
senvolvimento dos algoritmos a fim de evitar discriminagdo e, a0 mesmo tempo, res-
peitar valores humanos [Robles and Mallison 2023; Agarwal 2023]. Isso requer um
projeto ético e deliberado com constante envolvimento das partes interessadas. A par-
ticipagdo continua dessas partes - como desenvolvedores, usuarios e reguladores - ¢
essencial para assegurar que os sistemas de IA reflitam e promovam tais valores [Ku-
mar 2024].

5. Liberdade e autonomia

O principio de liberdade e autonomia esta relacionado a autodeterminagdo através
de meios democraticos, ao direito de estabelecer e desenvolver relagdes com outras
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pessoas, bem como a liberdade para retirar consentimento ou utilizar uma plataforma
ou tecnologia da preferéncia propria [Jobin, Ienca and Vayena 2019]. As inteligéncias
artificiais influenciam o ambiente das possiveis agdes ao fornecerem ou ocultar infor-
magdes; tal comportamento pode diminuir a autonomia individual comprometendo a
liberdade de escolha [Stahl 2021c¢].

6. Supervisdo humana

Os sistemas de inteligéncia artificial devem ser desenvolvidos para complementar a
autonomia humana, assegurando que suas decisdes sejam transparentes e faceis de en-
tender. Isso permite que as pessoas mantenham o controle sobre suas agdes e escolhas
[Kutz et al 2023]. Além disso, ¢ importante que as estruturas de governanga integrem
processos de reviso ética e avaliacdo de impacto [Agarwal 2023], estabelecendo me-
canismos adequados para supervisdo humana em situagdes criticas, com o objetivo de
aumentar a seguranca e responsabilidade.

7. Seguranga e robustez

O principio de seguranga e robustez enfatiza que as estruturas de governanga em
inteligéncia artificial devem contemplar planos de contingéncia para lidar com eventu-
ais falhas, visando minimizar ou evitar danos ndo intencionais [Kutz et al. 2023]. Como
os sistemas de IA aprendem por meio das interagdes com seus usudrios, eles estdo vul-
neraveis a ataques por parte de agentes mal-intencionados, o que transforma a questao
da seguranca em uma preocupagdo persistente [Camilleri 2023]. Além disso, esses sis-
temas podem ser usados para descobrir e explorar fraquezas existentes, aumentando
assim os riscos relacionados a segurancga [Stahl, 2021a]. Assim sendo, assegurar que a
IA seja robusta e resiliente € crucial para mitigar tais riscos e proteger tanto os usuarios
quanto as informagdes processadas por estes sistemas.

8. Sustentabilidade

Com o uso crescente de sistemas de IA, aumentam as preocupagdes sobre seus im-
pactos ambientais. O principio da sustentabilidade ressalta a importancia da protecao
do meio ambiente, dos ecossistemas ¢ da biodiversidade [Jobim, Ienca, and Vayena
2019]. Embora a inteligéncia artificial possa ajudar na redu¢do do consumo energético
ao simplificar processos e melhorar a eficiéncia, sua implementagdo exige uma quanti-
dade significativa de recursos tanto no desenvolvimento quanto na operagdo continua
[Stahl, 2021c]. Novos produtos e servigos baseados em IA podem acarretar impactos
ambientais negativos ao intensificarem questoes como alto consumo energético e gera-
¢do de residuos eletronicos . Portanto, € vital que a governanga relacionada a IA adote
estratégias voltadas para promover a sustentabilidade reduzindo danos ao ambiente.

Os principios éticos, quando acompanhados de diretrizes especificas e objetivas, de-
sempenham um papel crucial na identificagdo de vieses nos dados e nos processos de
desenvolvimento dos sistemas de inteligéncia artificial. Ao serem aplicados desde as
primeiras etapas de desenvolvimento, esses principios fornecem néo apenas orientagdes
para o uso responsavel da IA, mas também abordam questdes sociais, €ticas e relacio-
nadas aos direitos humanos [Stahl 2021b]. Com essa abordagem, as diretrizes éticas
ajudam a equilibrar os beneficios tecnologicos da IA enquanto mitigam os riscos asso-
ciados a decisdes enviesadas e discriminatorias.
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3 Métodos

Este estudo utiliza uma abordagem qualitativa, centrada na analise da problematica do
viés algoritmico e da proposta da governanca ética em sistemas inteligentes como forma
de mitigar os vieses discriminatdrios. O método qualitativo possibilita explorar feno-
menos complexos e subjetivos ligados as implicagdes éticas e sociais [Cresswell 2021].

O método envolve a analise dos regulamentos organizacionais de empresas globais
no que tange as estruturas de governanga ética da IA. As organizagdes selecionadas
para o estudo sdo Microsoft, Google, Accenture, Salesforce e IBM. O objetivo ¢ exa-
minar e contrastar os principios éticos relacionados a estrutura de governanga ética da
inteligéncia artificial dessas empresas com aqueles discutidos neste artigo. A metodo-
logia segue as etapas abaixo:

l. Selegdo das empresas: Serdo selecionadas empresas que possuam politicas pu-
blicas documentadas sobre governanga de TA.
2. Coleta de dados: A coleta de dados sera realizada através da analise de relato-

rios de governanga e politicas de IA das empresas. O foco sera nas segdes que tratam
dos principios éticos.

3. Andlise das diretrizes éticas: A analise sera baseada nos oitos principios de
governanca ética em A discutidos no artigo: responsabilidade, transparéncia e expli-
cabilidade, privacidade e prote¢do de dados, justica e equidade, liberdade e autonomia,
supervisao humana, seguranca e robustez e sustentabilidade. Para cada principio, sera
avaliada a presenga ou auséncia de diretrizes especificas nas politicas das empresas,
bem como o grau de detalhamento dessas diretrizes.

4.  Discussdo dos resultados: A discussdo buscard compreender em que medida
as diretrizes organizacionais refletem os principios de governanga ética da IA mencio-
nados.

4 Estudos de casos

Para entender como diversas organizagdes tratam a governanga ética na inteligéncia
artificial, foi realizado um estudo de caso com cinco empresas: Microsoft, Google, Ac-
centure, Salesforce e IBM. Essas companhias foram selecionadas devido a sua impor-
tancia no campo tecnoldgico e no desenvolvimento da inteligéncia artificial.

Cada estudo de caso examinara a estrutura de governanca adotada pela empresa,
destacando os principios éticos que estdo em alinhamento com os oito principios apre-
sentados neste artigo: responsabilidade, transparéncia e explicabilidade, privacidade e
protegdo de dados, justi¢a e equidade, liberdade e autonomia, supervisdo humana, se-
guranga e robustez, e sustentabilidade.

4.1 Microsoft

A Microsoft ¢ uma corporagao global de tecnologia, reconhecida pelo desenvolvimento
de plataformas e ferramentas digitais, com foco crescente em solucdes impulsionadas
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por IA. A empresa emprega mais de 200 mil colaboradores em todo o mundo [Micro-
soft], estando presente no Brasil ha 35 anos [Microsoft Mais Brasil - Relatdrio de Im-
pacto].

A empresa divulgou suas diretrizes internas [Microsoft 2022] para projetar inteli-
géncia artificial de forma responséavel, estabelecendo principios como metas para ori-
entar seu desenvolvimento e uso internos. No entanto, os principios de liberdade e au-
tonomia, supervisao humana e sustentabilidade ndo foram incluidos nas diretrizes éticas
da Microsoft. A seguir, apresentamos uma comparagdo entre os principios contempla-
dos pela governanga ética da Microsoft e aqueles discutidos neste artigo:

1. Responsabilidade

Os sistemas de IA da Microsoft passam por Avaliagdes de Impacto durante todo o
ciclo de desenvolvimento, reforcando o monitoramento continuo de seus efeitos. Trata
a responsabilidade ndo apenas em termos de impacto social e organizacional, mas tam-
bém integra dois outros principios da governanga €tica: supervisao e controle humanos,
além da privacidade e protegdo dos dados, garantindo que as solu¢des sejam apropria-
das e eficazes para seus propositos estabelecidos

2. Transparéncia e explicabilidade

Os sistemas sdo desenvolvidos para oferecer suporte a explicabilidade as partes in-
teressadas, garantindo uma comunicagao clara sobre seus recursos ¢ limitagdes. Além
disso, asseguram que os usuarios sejam informados quando estdo interagindo com um
sistema de IA ou conteudos gerados por algoritmos que imitam a sua autenticidade.

3. Justica e equidade

A Microsoft aborda esse principio dividindo-o em dois aspectos: justiga e inclusdo.
A Microsoft projeta suas IAs para minimizar disparidades nos resultados entre diferen-
tes grupos demograficos e evitar a reproducao de esteredtipos. Na inclusdo, ha um foco
na aderéncia aos padrdes de acessibilidade previamente estabelecidos pelos Padroes da
Microsoft.

4. Seguranga e robustez

A Microsoft chama esse principio de confiabilidade e prevencao de riscos. Os siste-
mas de IA da empresa sdo projetados para minimizar o tempo necessario para corrigir
falhas conhecidas ou previsiveis, além de estarem constantemente monitorados dentro
dos intervalos operacionais seguros.

5. Privacidade e protecdo dos dados

Neste principio, a protecdo dos dados ¢ abordada com foco especifico nos padrdes
de conformidade internos na empresa: Padrao de Privacidade da Microsoft e Politica
de Seguranca da Microsoft.

Além de incorporar esses principios em suas diretrizes, a governanga &tica permite
que a Microsoft colabore com outras empresas em iniciativas como o Al for Good. Esta
plataforma continua promove debates e solu¢des praticas alinhadas aos Objetivos de
Desenvolvimento Sustentavel da ONU [International Telecommunication Union,
2024]. A Al for Good Foundation estd estabelecendo padrdes para boas praticas na
implementagdo empresarial, focando areas como viés e equidade, privacidade dos da-
dos, democratizagdo do acesso a tecnologia e governancga responsavel [Ethics - Al for
Good Foundation]. Essas areas convergem no objetivo comum de promover equidade
e ampliar o acesso seguro aos dados.
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4.2  Google

A Google ¢ uma empresa multinacional amplamente reconhecida por seus servigos on-
line e desenvolvimento de software. A companhia emprega aproximadamente 300 mil
pessoas [Google] e tem sua sede brasileira situada em S@o Paulo. Em seu site oficial
[Google], a empresa reafirma o compromisso com o desenvolvimento responsavel da
inteligéncia artificial, destacando principios fundamentais que orientam suas praticas.
Entre esses principios estdo justica e equidade, seguranca e robustez, responsabilidade,
privacidade e protecdo dos dados; no entanto, ficam ausentes os aspectos de transpa-
réncia e explicabilidade, liberdade e autonomia, supervisdo humana e sustentabilidade.

1. Justica e equidade

A Google compromete-se a evitar impactos injustos sobre as pessoas, especialmente
aqueles relacionados a caracteristicas sensiveis como raga, etnia, renda, orientagao se-
xual, capacidade e crenga politica ou religiosa.

2. Seguranga e robustez

Os sistemas de TA da Google s2o projetados de acordo com as melhores praticas
estabelecidas por pesquisa de seguranga em IA e, em determinados casos, serdo testados
em ambientes restritos e monitorados em sua operagao pos implantacao.

3. Responsabilidade

Esse principio ¢ discutido em conjunto com o da transparéncia e do controle humano.
Os sistemas sdo projetados para permitir que os usuarios fornegam feedback sobre seu
funcionamento, além de oferecer explicagdes relevantes e compreensiveis sobre como
as decisdes foram tomadas. Isso promove que os humanos tenham a capacidade de su-
pervisionar e intervir nas operagdes quando necessario.

4. Privacidade e protegdo dos dados

A Google aplica esse principio oferecendo a oportunidade de notificagdo e consen-
timento, além de garantir transparéncia e controle adequados sobre os dados.

4.3  Accenture

A Accenture ¢ uma empresa de consultoria com atuacao global, presente em 49 paises
e contando com mais de 730 mil colaboradores [Accenture]. No seu site, a empresa
divulga um estudo de caso intitulado "O projeto da Accenture para A responsavel",
que descreve os principios aplicados aos seus sistemas internos de inteligéncia artifi-
cial. Esses principios sdo analisados comparativamente aos mencionados neste artigo,
porém deixando de fora os relacionados a transparéncia e explicabilidade, liberdade e
autonomia, além da seguranga e robustez que ndo foram abordados pela Accenture.

l. Justiga e equidade

A Accenture se desempenha em garantir que todos os seus modelos de sistemas de
inteligéncia artificial tratem todos os grupos de forma equitativa, reconhecendo essa
acdo como necessaria para a mitigagdo de vieses.

2. Transparencia e explicabilidade

A empresa adota uma politica de transparéncia e explicabilidade divulgando o uso
da IA, onde todos possam entender e avaliar os seus resultados e processos de tomada
de decisao
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3. Responsabilidade

O principio de responsabilidade ¢ aplicado através de estruturas de governanga den-
tro de toda empresa, com fungdes, politicas e responsabilidades claras.

4.  Privacidade e protecdo dos dados

A Accenture garante que a IA esteja em conformidade com as leis relevantes, que
esteja protegida contra ataques cibernéticos e que os dados estejam protegidos com a
protegdo de dados.

5. Sustentabilidade

A empresa se compromete a mitigar qualquer impacto negativo que suas solugdes
possam ter no planeta, priorizando inovagdes que favorecam a sustentabilidade.

4.4 Salesforce

A Salesforce ¢ uma empresa global focada em solugdes de gerenciamento do relacio-
namento com clientes (CRM). Com sede em San Francisco, a organiza¢do conta com
mais de 78 mil funcionarios distribuidos por diversos paises [Salesforce]. A Salesforce
utiliza inteligéncia artificial para otimizar as areas de marketing, vendas e atendimento
ao cliente. A empresa mantém seu compromisso com o desenvolvimento ético e res-
ponsavel dessas tecnologias. Em seu site oficial, a Salesforce divulgou seus principios
éticos que incluem privacidade e protegao dos dados, transparéncia e explicabilidade,
liberdade e autonomia e sustentabilidade, mas ndo foram mencionados outros princi-
pios abordados anteriormente neste artigo, como responsabilidade, justica e equidade,
supervisdo humana, e seguranga e robustez.

1. Privacidade e protecdo dos dados

Este principio na Salesforce ¢ chamado internamente de "seguranga", este principio
abrange a protecdo de informagdes pessoais ¢ a reducdo de vazamentos e vieses. A
empresa enfatiza a importancia de evitar contetidos toxicos e discriminatorios em inte-
racdes automatizadas.

2. Transparéncia e explicabilidade

A Salesforce adota esse principio, chamando-o de transparéncia e precisdo. No que
diz respeito a transparéncia, a empresa enfatiza a importancia de respeitar a origem dos
dados e deixar claro quando o conteudo ¢ gerado por [A. Em termos de precisdo, des-
taca-se a necessidade de informar sempre que uma resposta ndo for totalmente clara,
além da possibilidade de habilitar a verificagdo dos fatos quando viavel.

3. Liberdade e autonomia

A Salesforce adota uma postura centrada no ser humano, permitindo que os humanos
permane¢am no controle, potencializando as capacidades humanas, garantindo praticas
trabalhistas responsaveis.

4. Sustentabilidade

O principio da sustentabilidade ¢ implementado através da otimizagdo dos modelos
de IA para garantir eficiéncia no uso de recursos, minimizando as emissdes de carbono.
Além disso, a Salesforce também se dedica a representatividade e alta qualidade dos
dados empregados no treinamento desses modelos.
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45 IBM

A IBM ¢ uma empresa que fornece tecnologia e servigos essenciais para resolver pro-
blemas empresariais. A organizagdo emprega mais de 300 pessoas localizadas em di-
versos paises [IBM]. A IBM esta empenhada na promogao da IA responsavel e publicou
em seu site principios éticos adotados no desenvolvimento dessa tecnologia, além de
um documento detalhado com diretrizes ilustrando a abordagem utilizada para cada
item mencionado [IBM]. Entre esses principios estdo transparéncia e explicabilidade,
justica e equidade, seguranga e robustez, privacidade e proteciao dos dados; no entanto,
ficam ausentes os aspectos de responsabilidade, liberdade e autonomia, supervisao hu-
mana e sustentabilidade.

1. Transparéncia e explicabilidade

Esse principio ¢ discutido de maneira independente. A transparéncia ¢ abordada para
assegurar que todas as partes envolvidas estejam informadas sobre quais dados foram
coletados, como sdo utilizados e armazenados, ¢ quem tem acesso a eles. A explicabi-
lidade assegura que os humanos sejam capazes de perceber e compreender o processo
decisorio da IA.

2. Seguranga e robustez

A IBM tem o compromisso de que toda equipe trabalhe em conjunto a fim de esco-
lher componentes robustos que minimizem os riscos € permitam a confianga dos usua-
rios nos resultados dos sistemas de IA.

3. Justica e equidade

No inicio, a IBM enfatiza a importancia de identificar e enfrentar preconceitos para
promover uma representagdo inclusiva. Isso ¢ realizado por meio de pesquisas conti-
nuas e da coleta responsavel e representativa de dados que refletem uma populagao
diversificada.

4.  Privacidade e protecdo dos dados

Este principio assegura a conformidade com as regulamentagdes de protegdo de da-
dos nos paises onde os produtos da IBM sao utilizados. Além disso, sugere medidas
para preservar e fortalecer o controle dos usudrios sobre seus proprios dados e como
eles sdo usados.

Embora ndo mencione explicitamente a responsabilidade como um principio,

o documento destaca a importancia de assumir responsabilidades pelos resultados do
sistema de IA no mundo real. Enfatiza que cada individuo envolvido na criagdo da IA,
em qualquer etapa do processo, tem a obrigacao de considerar seu impacto, assim como
as empresas dedicadas ao seu desenvolvimento.

5 Discussao

Os estudos de casos apresentados demonstram que as empresas estdo cada vez mais
cientes das responsabilidades éticas associadas ao desenvolvimento e uso da inteligén-
cia artificial. O viés discriminatério pode surgir em varias etapas do processo de desen-
volvimento dos sistemas de A, levando as organizac¢des a buscar a implementagdo de
principios éticos como forma de mitigar esses vieses. Embora cada empresa adote abor-
dagens distintas, os principios éticos compartilham o objetivo comum de promover um
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uso justo e seguro da inteligéncia artificial. A Tabela 1 ilustra como a variedade nos
principios das diretrizes éticas indica que ndo ha um padrao universalmente aceito para
as estruturas de governanca ética na [A; em vez disso, observa-se uma convergéncia
em torno de principios fundamentais que guiam essas praticas.

Table 1. Anélise comparativa dos principios éticos nas empresas

Microsoft | Google | Accenture | Salesforce | IBM

Responsabilidade X X X

Transparéncia e ex- X X X
plicabilidade

Privacidade e prote- X X X X X
¢do de dados

Justica e equidade X X X X
Liberdade e autono- X

mia

Supervisdo humana

Seguranga e ro- X X X
bustez

Sustentabilidade X X

Observa-se que Microsoft, em seu documento, detalha minuciosamente cada etapa
da implementacdo de seus principios e indica quem € o responsavel por garantir sua
execucdo. Em contraste, a IBM e a Google descrevem os principios com sugestdes pra-
ticas para implementéa-los sem definir um modelo ou atribuir responsabilidades especi-
ficas as pessoas envolvidas. Por sua vez, a Salesforce e a Accenture adotaram uma
abordagem mais abstrata ao descrever seus principios, tratando os principios éticos
como metas para alcancar inteligéncia artificial confiavel, mas sem explicitar metodo-
logias precisas para a sua implementagao.

E importante destacar que, embora os nomes dos principios variem entre as empre-
sas, existe uma correspondéncia significativa entre as ideias apresentadas. Por exemplo,
a Microsoft denomina equidade como inclusdo e traduz robustez por confiabilidade e
prevengdo de riscos. Ja o Salesforce denomina liberdade e autonomia como empodera-
mento. A Google opta por uma abordagem distinta, articulando seus principios através
de agdes concretas, como "evitar criar ou reforgar preconceitos injustos", em vez de
apenas classifica-los sob o rétulo de "justica e equidade”.

Outra observagdo relevante ¢ que nenhuma organizagao adotou todos os oito princi-
pios expostos no artigo; contudo, mesmo quando ndo sdo explicitamente aceitos como
um principio individual, eles acabam sendo abordados indiretamente dentro de outros
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ou nas orientagdes gerais dessas entidades de forma indireta ou transversal. A Microsoft
e a Google discutem controle humano junto & autonomia e liberdade em seus capitulos
sobre responsabilidade. Por outro lado, Salesforce e IBM ndo tratam diretamente res-
ponsabilidade como um principio ético especifico, mas ela ¢ destacada ao longo do
documento como resultado final alcangado pela aplicagdo dos demais conceitos. Além
disso, ainda que a Salesforce ndo possua formalmente um principio dedicado a justica
e equidade, se ocupa do tema vieses sob o principio de privacidade e protecao aos da-
dos.

Por fim, esta analise refor¢a a relevancia da governanga ética para mitigar os vieses
discriminatorios, consolidando o compromisso das organizagdes em desenvolver tec-
nologias de IA de forma responsavel e confiavel. Como discutido ao longo deste estudo,
os vieses podem surgir em qualquer fase do desenvolvimento da IA, desde a coleta dos
dados até a aplicagdo dos modelos. Por isso, estabelecer medidas de monitoramento
continuo em todas as etapas € essencial para identificar esses vieses, responsabilizar os
envolvidos e implementar as corregdes necessarias.

Ao abordar os vieses discriminatorios, as organizagdes reconhecem que o objetivo é
minimiza-los e ndo elimina-los completamente. Isso se deve a complexidade dos vieses,
que podem variar de acordo com diferentes culturas e sociedades. Além disso, as em-
presas enfrentam limitagdes em relagdo ao uso final das ferramentas que oferecem; por
exemplo, uma IA projetada para gerar imagens nao tem controle sobre como suas cria-
¢oes serdo utilizadas por terceiros. Esses desafios destacam a necessidade de legislagdes
mais abrangentes e criticas, levando em consideracdo um amplo espectro de cenarios
para mitigar riscos além do alcance organizacional.

A diversidade entre as diretrizes dos principios éticos ndo deve ser vista como fra-
queza. Pelo contrario, essas diretrizes internas refletem os contextos e prioridades es-
pecificas de cada organizagdo. No entanto, esses esfor¢os fragmentados evidenciam a
urgéncia de uma estrutura globalmente coordenada. A lei de IA da Unido Europeia
[Unido Europeia 2023], a ordem executiva da Casa Branca dos Estados Unidos [The
White House 2023] e o apelo do secretario-geral da ONU por uma governanga global
da IA [ONU 2024] sao exemplos significativos de iniciativas que buscam padronizar e
alinhar as diretrizes. Tais esfor¢os pressionam as organizagdes a se posicionarem com
mais seriedade em prol de uma IA justa e confiavel, alinhando as praticas as expectati-
vas sociais e as leis emergentes.

Embora as empresas estejam empenhadas no desenvolvimento responsavel, nosso
acesso se limita as informagdes divulgadas em suas plataformas publicas. Essas infor-
magdes sdo frequentemente muito vagas, o que impede uma compreensao clara sobre
a aplicag@o e implementagdo dos principios estabelecidos. Para alcangar essa clareza,
seria necessario disponibilizar ferramentas que permitam monitorar e controlar esses
sistemas de inteligéncia artificial. Atualmente, sem esse nivel de controle disponivel,
as estruturas de governanga dentro das empresas atuam como um gerenciamento de
risco: ndo garantem a inexisténcia total de riscos — como a existéncia de vieses discri-
minatorios — mas buscam minimizar sua ocorréncia e proporcionar solugdes mais
ageis.
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6 Conclusao

Os vieses discriminatorios nos algoritmos constituem um problema complexo e desafi-
ador. Identificar se um viés presente em um sistema ¢ discriminatério depende direta-
mente do contexto no qual ele esta inserido. Além disso, o desenvolvimento de sistemas
de inteligéncia artificial envolve varias etapas, cada uma sujeita a introdugdo de dife-
rentes tipos de vieses, conforme mostrado na Tabela 1 com a taxonomia dos vieses.

Dada a dificuldade de eliminar completamente esses vieses, esfor¢os estdo sendo
direcionados tanto através de legislagdes formais quanto por meio de iniciativas priva-
das. O objetivo final ¢ alcangar um equilibrio entre regulamentagdes governamentais e
praticas corporativas responsaveis através das diretrizes éticas. No entanto, enquanto
essa convergéncia ainda esta se desenvolvendo, empresas globais, como as analisadas
neste estudo, desempenham um papel crucial ao incorporar principios éticos nos siste-
mas de inteligéncia artificial. A incorporagdo desses principios nas diretrizes de gover-
nanga voltadas para IA promove maior aceitagdo social.

Este artigo sugere que a incorporagao de principios éticos ¢ uma estratégia para ori-
entar o desenvolvimento responsavel de sistemas de inteligéncia artificial. Esses prin-
cipios sdo baseados em teorias éticas ja estabelecidas na filosofia. Para investigar como
essa abordagem tem sido aplicada na pratica, foi conduzido um estudo de caso envol-
vendo cinco empresas: Microsoft, Google, Accenture, Salesforce ¢ IBM.

A analise comparativa dos estudos de caso revela que, apesar da falta de padroniza-
¢do na aplicagdo dos principios éticos, as empresas estdo atentas as questdes éticas no
desenvolvimento de sistemas inteligentes. Cada organizagdo adotou estratégias e enfo-
ques distintos, porém todas compartilham o objetivo comum de mitigar vieses e garantir
maior transparéncia e controle nos processos de desenvolvimento. Este trabalho ressalta
a importancia da governanga ética como elemento central para desenvolver inteligéncia
artificial alinhada com valores humanos e capaz de reduzir vieses discriminatorias.
Contudo, ¢ fundamental reconhecer certas limitagdes do estudo: a dependéncia em fon-
tes secundarias para coletar dados sobre os exemplos analisados e o rapido avanco do
campo da IA podem rapidamente desatualizar algumas informagdes apresentadas aqui.
Assim sendo, ressalta-se a necessidade futura por uma investigagdo mais aprofundada
que analise detalhadamente o impacto da governanga da IA e dos principios éticos na
pratica real das organizagdes.
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