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RESUMEN

Existe una marcada tendencia en la industria de
comercializar procesadores con multiples ndcleos, conocidos
como multi-cores. Se prevé que en el mediano plazo la
cantidad de ndcleos aumente significativamente hasta miles
de nucleos por procesador [1] denominados many-cores.
Esta tendencia requiere de sistemas operativos (OS) que
puedan aprovechar estas tecnologias y que adapten su
funcionamiento de tal forma de que no se transformen en el
cuello de botella de las aplicaciones que ejecutan sobre ellos
como consecuencia de la contencién de los recursos que
comparten [2].

Los OS basados en microkernel, los OS multi-kernel,
algunos exokernels, y ciertas tecnologias de virtualizacion
ofrecen ventajas significativas en su disefio para su
adaptacion a sistemas many-cores. Estas arquitecturas
requieren de un mecanismo de transferencia de mensajes
para comunicar entidades tales como procesos, hilos, kernels
0 maquinas virtuales.

En este articulo se presentan el trabajo de investigacion y
desarrollo de un mecanismo de IPC basado en Minix 3
(denominado M3-IPC) embebido dentro del kernel de Linux.
M3-IPC permite incorporar servicios de un OS basado en
microkernel (Minix) dentro de un OS monolitico (Linux)
conformando un sistema hibrido donde pueden convivir
aplicaciones y servicios de ambas arquitecturas y adaptarlos
de manera no abrupta a los sistemas many-cores.

Palabras claves: IPC, many-cores, microkernel.
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CONTEXTO

Este articulo forma parte de los trabajos de investigacion
y desarrollo del proyecto presentado en WICC 2012 [3],
denominado: “Sistema de Virtualizacion con Recursos
Distribuidos” (en inglés DRVS). Este proyecto de I/D
involucra a investigadores de varios laboratorios y centros de
investigacion (ver afiliaciones de los autores), en un area que
por su amplitud requiere de mdltiples enfoques. Mas
especificamente, se deriva de las tareas de investigacion en el
contexto de los programas de postgrado de la Facultad de
Informatica de la UNLP.

INTRODUCCION

La tendencia en la industria muestra que los
computadores de uso general dispondran de cientos e incluso
miles de ndcleos procesadores. En su gran mayoria, el
software desarrollado se basa en un modelo de memoria
compartida consistente. Para mantener la consistencia de
memoria entre los distintos ndcleos, los sistemas multi-core
utilizan protocolos de invalidacion de cache o de
actualizacion de cache. A medida que aumenta el nimero de
nacleos, estos protocolos presentan una mayor sobrecarga y
latencia lo que los hace poco escalables. Por esta razén, tal
como se argumenta en [4], el hardware futuro se parecera
mas a un sistema distribuido unido por una red interna dentro
del mismo chip que a un sistema de memoria compartida [5].

Los OS basados en microkernel como Minix[6] o L4 [7],
el exokernel Corey[8], los OS multi-kernel como Barrelfish
[4], Nix [9] o FOS [10] y algunas tecnologias de
virtualizacion [11] ofrecen ventajas significativas en su
disefio para su adaptacion a sistemas many-cores. Estas
arquitecturas utilizan la transferencia de mensajes como
mecanismo para comunicar entidades tales como procesos,
hilos, kernels, hipervisores 0 maquinas virtuales. Los
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sistemas de microkernel como FOS[10] asignan un ntcleo o
core para cada servidor o device driver por lo que se evita el
cambio de contexto del emisor al receptor durante la
transferencia de mensajes. Los sistemas multikernel, asignan
un kernel a cada nicleo comunicandose entre si mediante
IPC.

Se hace evidente la importancia y criticidad que
representan para estos sistemas los mecanismos de IPC que
utilizan.

LINEAS DE INVESTIGACION Y
DESARROLLO

La linea de I/D de este proyecto refiere a desarrollar un
modelo de DRVS [3]. Un DRVS es un Sistema de
Virtualizaciéon con Recursos Distribuidos que comparte
caracteristicas con los Sistemas de Imagen Unica (SSI), con
la virtualizacion basada en OS y con los OS de microkernel
multiservidores. Las aplicaciones y procesos servidores se
gjecutan en un entorno o compartimento que se denomina
Maquina Virtual (VM). A diferencia de otras tecnologias de
virtualizacion estas VMs no estan confinadas a un solo nodo,
sino que pueden abarcar un subconjunto de nodos. Para el
DRVS un nodo es un computador de un cluster o un nucleo
de un sistema many-cores.

Dado que los procesos de una VM se comunicardn
mediante transferencia de mensajes, son fundamentales la
robutez, sencillez y rendimiento del mecanismo de IPC. Por
sus caracteristicas, el DRVS requiere comunicar procesos
co-residentes en el mismo nodo (locales) y procesos
residentes en diferentes nodos (remotos).

El proyecto del DRVS establece como requerimiento
para el mecanismo de IPC su compatibilidad con las APIs de
Minix 3, de alli surge la denominacion de M3-IPC.

La decision de crear un nuevo mecanismo de IPC dentro
del kernel de Linux y no utilizar los mecanismos de IPC
existentes se debi6 basicamente a que estos ultimos no
ofrecen la totalidad de las caracteristicas requeridas por el
proyecto de I/D:

o Messages Queues, Pipes, FIFOs, Unix Sockets: No
disponen de la posibilidad de comunicarse con procesos
remotos de forma transparente y uniforme.

e RPC, UDP/TCP Sockets: Tienen gran latencia en la
inicializaciéon de los canales de comunicacion y bajo
rendimiento de las transferencias entre procesos co-
residentes (ver Micro-benchmarks).

Para el disefio de los mecanismos de IPC del DRVS se
establecieron los siguientes principios:

e Simplicidad: Debe proveerse un nimero pequefio de
APIs baésicas, de rapida compresion por parte de los
programadores y que permita una sencilla traza de
mensajes para la depuracion de las aplicaciones.

e Transparencia: Las APIs de IPC deben ser transparentes
a la ubicacion de los procesos, es decir, no debe haber
distincién entre procesos locales y remotos a fin de
facilitar la programacion.

o Aislamiento: Debe soportar VMs como compartimentos
de procesos de tal forma que solo se admitird la
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comunicacién entre procesos pertenecientes a la misma

VM.

o Escalabilidad: Debe aprovechar eficientemente los
recursos de un cluster o de un sistema many-cores.

¢ Rendimiento: El rendimiento en computadores de pocos
nacleos debe ser equivalente a los mecanismos de IPC
mas veloces de los que se dispone en Linux.

Un DRVS es un contenedor de VMs que abarca a todos
los nodos (computadores de un cluster o nlcleos de un
sistema many-cores). Una VM es un contenedor de procesos
que abarca a un subconjunto de nodos, por lo que los
procesos de una VM pueden estar ejecutando en diferentes
nodos. Un nodo puede ser compartido por diferentes VMs, y
por lo tanto pueden ejecutarse en él procesos de diferentes
VMs, pero los mismos no tienen posibilidad de comunicarse
entre si (aislamiento).

En la primera etapa (que es la que se presenta en éste
articulo) se procedio al disefio, desarrollo, implementacion y
pruebas de rendimiento de un mecanismo de IPC para
comunicar procesos locales, es decir que se encuentran
compartiendo un nodo. Para esta etapa, se establecié como
objetivo desarrollar el software de IPC, programas de prueba
y micro-benchmarks sobre Linux para plataforma x86.

Si bien el objetivo primario es satisfacer los
requerimientos del proyecto, también se pretende brindar una
nueva herramienta de comunicacion para Linux que facilite
nuevos desarrollos, como por ejemplo un microkernel como
médulo instalable de un OS co-residente con el propio Linux
de forma equivalente a como lo hacen algunos sub-kernels
de tiempo real tales como RTLinux [12] o RTAI [13].

La configuraciéon de los parametros de operacion del
DRVS (nimero de VMs, nimero de nodos, etc.) puede
hacerse en forma dindmica especificandolos como
argumentos del comando de inicializacion u obtenerse a
partir de registros de un directorio LDAP.

Para poder utilizar M3-IPC el DRVS debe estar
inicializado. Como el DRVS estara conformado por N
nodos, debe asignarsele un nodeid a cada nodo durante la
inicializacién. Esto puede hacerse directamente al iniciar
Linux incluyendo el nodeid en la linea de parametros de
booteo, en un script de arranque, directamente ingresando el
comando en forma manual o como parte de un programa
invocando a mnx_drvs_init().

Luego de inicializado el DRVS, se deben inicializar las
VMs. Cada VM tiene asignado un vmid, una serie de
pardmetros de configuracion, los nodos que abarca y un
nombre que facilita su identificacién a los administradores
del DRVS. Los parametros de configuracion de las VMs
pueden establecerse por linea de comandos, como parte de
un programa utilizando mnx_vm_init(), o a partir de registros
de un directorio LDAP.

Los procesos Linux ordinarios no pueden utilizar M3-
IPC, previamente deben registrase a una VM mediante
mnx_bind(). Un proceso solo puede pertenecer a una VM. A
cada proceso registrado se le asigna un identificador
denominado endpoint que es Unico dentro de la VM y que
serd utilizado en las primitivas de IPC como origen/destino
de los mensajes y demas APIs. Luego de registrarse se
establece una relacion biunivoca entre el PID de Linux y el
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endpoint de una VM (PID<>(vmid, endpoint)) y el proceso
queda habilitado para utilizar las APIs de M3-IPC
refiriéndose a los otros procesos mediante sus endpoints (sin
mencionar el vmid, ya que es idéntico al propio).

Los mensajes en M3-IPC, al igual que en Minix, tienen
diferentes formatos y tamafio fijo de 36 bytes para una
plataforma x86 de 32 bits. La copia de bloques de datos entre
procesos admite tamafios de blogques de hasta 4 MB.

La de-registracion de un proceso de una VM se hace en
forma explicita mediante mnx_unbind(). Si el proceso
finaliza en forma normal con exit() o porque ha recibido una
sefial que lo finaliza sin realizar mnx_unbind(), el sistema lo
hace en forma implicita. Si el proceso finalizado esperaba
enviar mensajes a otro proceso, U otros procesos esperaban
recibir mensajes de éste, los codigos de retornos de las APIs
le informaran que el endpoint ha finalizado.

Para finalizar una VM se utiliza mnx_vm_end(), que
envia un SIGPIPE a todos los procesos registrados en esa
VM, y luego retorna sus recursos (memoria) a Linux.

Para finalizar el DRVS se utiliza mnx_drvs_end(),que
finaliza todas las VMSs, y por consecuencia todos los
procesos pertenecientes a las VM.

Las siguientes son las APIs para la transferencia de
mensajes y copias de bloques de datos:

e mnx_send(): Envia un mensaje de tamafio fijo desde el
espacio de direcciones del proceso emisor al espacio de
direcciones del proceso receptor. Si el proceso receptor
no esta esperando el mensaje, el emisor se bloquea.

e mnx_receive(): Recibe un mensaje en el espacio de
direcciones del proceso emisor. Si no hay pendiente de
entrega un mensaje requerido, el receptor se bloquea.

o mnx_sendrec(): Envia un mensaje a un proceso y espera
por un mensaje de respuesta. El proceso permanece
bloqueado hasta recibir la respuesta.

e mnx_notify(): Envia un mensaje de notificacién (sin
contenido, similar a una sefial o signal) a un proceso. Si
el proceso receptor no estd esperando dicho mensaje,
queda registrada la notificacion y el proceso receptor la
recibird cuando ejecute el préximo mnx_receive().

o mnx_vcopy(): Permite copiar bloques de datos entre los
espacios de direcciones de dos procesos.

El mecanismo de IPC resultante, su rendimiento y la
sencillez de sus APIs permiten construir nuevos servicios
equivalentes a los brindados en los OSs de microkernel en un
OS monolitico como es Linux.

Trabajos Relacionados

Existen proyectos similares a M3-1PC. Estos son:

e Synchronous Interprocess Messaging Project for LINUX
(SIMPL) [14]: Es un proyecto open source para Linux
que permite disponer de las APIs estilo QNX de
transferencia sincrona de mensajes. SIMPL es una
libreria que utiliza FIFOs para las transferencias locales y
TCP para las transferencias remotas. El rendimiento es
bastante pobre dado que utiliza pipes para la
sincronizacion de procesos y shared memory (shmem)
para la copia de mensajes y datos.

2013 - PARANA — ENTRE RIOS

¢ Send/Receive/Reply (SSR)[15]: Es una implementacion
de las APIs de QNX4 en Linux. A diferencia de SIMPL,
SSR es un modulo instalable de kernel. La comunicacion
entre los procesos de usuario y el modulo de kernel se
realiza utilizando operaciones IOCTL de un archivo de
dispositivo.

RESULTADOS Y OBJETIVOS

En esta seccidn se resumen las Caracteristicas de M3-1PC
detallando algunos aspectos referentes al disefio, y a fin de
contrastar resultados con los objetivos de rendimiento
establecidos para esta etapa del proyecto se realizaron una
serie Micro-benchmarks. Estos tests permiten comparar el
desempefio de M3-IPC frente a otros mecanismos
equivalentes disponibles en Linux, y frente al IPC de Minix
en dos versiones que utilizan diferentes tecnologias de
administracion de memoria.

Caracteristicas de M3-1PC

Uno de los objetivos de M3-IPC es brindar un
mecanismos de transferencia de mensajes entre procesos
sencillo y fécil de comprender construido en base a
componentes de software existentes en Linux.

Las caracteristicas del M3-IPC resultante de esta etapa
del proyecto de I/D son las siguientes:

e Es un mecanismo de IPC sincrénico sin utilizacion de

buffers en el kernel y compatible con APIs de Minix 3.

o Utiliza el mismo vector interrupciones que Minix, que es
diferente al utilizado por Linux para las llamadas al
sistema. Esto permite que ambas APIs convivan en el
mismo kernel y que aplicaciones desarrolladas para
Minix seguir utilizando el mismo vector. Para habilitar
este nuevo vector de interrupcion se debié modificar el
kernel de Linux, lo que seguramente dificultard el
mantenimiento de M3-1PC en kernels futuros.

Permite a los programadores configurar VMs para aislar

el IPC entre sus aplicaciones.

A fin de aprovechar el paralelismo en sistemas SMP y

many-cores:

—Las APIs soportan hilos (threads) y utilizan mutexes del
kernel de Linux para realizar la exclusién mutua.

—Se maximiz6 la granularidad de las regiones criticas a
nivel de procesos utilizando spinlocks y mutexes. Esto
permite el paralelismo de transferencias de mensajes
entre multiples pares de procesos diferentes.

—La utilizacion de VMs permite el paralelismo de
transferencias de mensajes dentro de VMs diferentes.

e Las estructuras de datos de los procesos registrados en
una VM (struct proc), se encuentran alineadas con las
lineas de cache L1 de CPU a fin de reducir el tiempo de
acceso.

o Utiliza Task Queues y el mecanismo de Event waiting de
Linux para la sincronizacién de procesos e hilos.

o Utiliza Reference Counters del kernel de Linux para
controlar el nmero de procesos registrados en una VM.
eLa copia de bloques de datos entre procesos y la
transferencia de mensajes se realiza desde el espacio de
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direcciones del proceso origen al espacio del proceso
destino sin copia intermedia en un buffer del kernel.

o La copia de bloques de datos distingue entre la copia de
bytes y la copia de paginas (mas eficiente).

o La informacion del sistema M3-IPC, el DRVS, sus VMs,
nodos y procesos se encuentra integrada al sistema de
archivos de Linux /proc.

o Desarrollado inicialmente para plataforma Linux x86 en
lenguaje C como Open Source.

Micro-benchmarks

Uno de los principios de disefio establece que el
rendimiento esperado en computadores de pocos ndcleos
debe ser equivalente a los mecanismos de IPC mas veloces
de los que se dispone en Linux.

A fin de evaluar el rendimiento de M3-1PC se prepararon
micro-benchmarks sobre Linux 2.6.32 x86 de 32 bits para
M3-IPC y para otros mecanismos de IPC tales como:

o Message Queues: Se realizaron benchmarks propios.

e FIFOs, pipes, Unix Sockets, TCP Sockets: Se utilizd ipc-
bench [16] (modificado).

o SRR, SIMPL: Se utilizaron los benchmarks que forman
parte de la distribucion.

En todos los casos, los programas de pruebas fueron
realizados o modificados de tal forma que las transferencias
de mensajes y copias de bloques de datos se asemejen a la
semantica M3-IPC.

Por otro lado se realizaron micro-benchmarks para Minix
3.1.2 que utiliza administracién de memoria segmentada y
Minix 3.2.0 que utiliza administracion de memoria por
paginacién. En ambos versiones debieron alterarse
ligeramente los microkernels y el administrador de procesos
(PM) para que admita la realizacién de tests equivalentes a
los de M3-IPC. Es importante aclarar que Minix 3.1.2
soporta sistemas monoprocesadores y Minix 3.2.0 se
encuentra en etapa experimental de soporte SMP.

El equipo utilizado para realizar los micro-benchmarks es
un dual-core Intel Core 2 E7400 @ 2.80GHz con cache de
3072 kB y linea de cache de 64 bytes.

Transferencias de Mensajes

Las pruebas de rendimiento de transferencia de mensajes
fueron denominadas:

¢ IPC1: Un proceso cliente envia un mensaje con
mnx_send() a un proceso servidor que espera con un
mnx_receive(). El servidor responde con un mnx_send()
al cliente que espera con un mnx_receive().

¢ [IPC2: Un proceso cliente envia un mensaje con
mnx_sendrec() a un proceso servidor y espera por la
respuesta. El servidor espera la peticion del cliente con
un mnx_receive() y le responde con un mnx_send().

¢ [PC3: Un proceso cliente envia un mensaje con
mnx_notify() a un proceso servidor y continda su
ejecucion hasta hacer un mnx_receive() esperando por la
respuesta. El servidor que espera con un mnx_receive()
responde con un mnx_notify() al cliente.

Message Transfer Performance - (36 bytes)
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Figural.  Rendimiento Comparativo de Transferencia de Mensajes.

En la Figura 1 se presentan los resultados comparativos
para los tres tests de transferencia de mensajes. A fin de
realizar los tests equitativos entre Linux y Minix, se anul6 en
Linux el segundo nicleo de la plataforma dual-core. Se
puede apreciar el rendimiento marcadamente superior de las
dos versiones de Minix frente a todas los mecanismos de IPC
de Linux. Esto basicamente se debe a la sencillez del
microkernel de Minix y la complejidad del kernel de Linux
(mayor camino critico). Aln asi, M3-1PC muestra el maximo
desempefio en dos de los tres tests frente al resto de los
mecanismos de IPC de Linux. Cuando se habilitaron los dos
nacleos y multiples pares cliente/servidor, el rendimiento fue
de 1.460.000 [Msg/s] para IPC2.

Algunos tests no fueron realizados para ciertos
mecanismos de IPC (valores cero en Figura 1) porque no era
posible reproducir una seméantica equivalente. Para el caso de
IPC3 donde se utiliza mnx_notify(), se asumié que la
transferencia de 1 byte podria considerarse equivalente.

Copia de Bloques de Datos

Previo a la realizacion de las pruebas de copia de bloques
de datos entre procesos se realizd el test Imbench[17] que
brinda informacién acerca del rendimiento de copia de datos
dentro del espacio de direcciones del mismo proceso
(bw_mem). EI rendimiento de bm_mem fue de 16,7 [GB/s]
para copia de bloques de 4 kB, estableciendo el limite
maximo de rendimiento de cualquier mecanismo de copia de
bloques de datos entre diferentes procesos.

Data Block Copy Performance - (4096 bytes)
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Figura2.  Rendimiento de Copia de Bloques de Datos.
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Los test de copias de bloques de datos fueron
denominados:

o COPY1: Copia un bloque de datos desde el espacio
direcciones del proceso que invoca mnx_vcopy() hacia el
espacio de direcciones de otro proceso.

e COPY2: Copia un bloque de datos desde el espacio
direcciones de un proceso origen, hacia el espacio de
direcciones de otro proceso destino. Un tercer proceso
requester es el que invoca a mnx_vcopy().

Como muestra la Figura 2, el rendimiento de M3-1PC es
maximo, incluso superando a ambas versiones de Minix.
Tanto Minix como M3-IPC solo realizan una copia de datos
entre el espacio de direcciones del proceso origen al espacio
de direcciones del proceso destino. Los otros mecanismos de
Linux realizan una doble copia (Origen—Kernel—Destino).

El rendimiento superior de M3-IPC se debe a que utiliza
una optimizacion que ofrece el kernel de Linux que permite
copiar paginas completas y que no requiere de cambios de
contextos entre los procesos. Esta copia se lleva a cabo en
una funcion que utiliza instrucciones MMX, en cambio
Minix utiliza la instruccion MOVSB menos eficiente.

Se deben considerar algunos aspectos referentes a la
copia de bloques de datos que pueden alterar su rendimiento:

e Tamafios de las Cache: El tamafio de cache L1 para el
hardware utilizado es de 32 kB con un tiempo acceso
reportado por Imbench de 1.07[ns], el tiempo de acceso a
cache L2 es de 5.41[ns] y a cache L3 es de 11[ns]. El test
bw-mem reporté que hay una reduccién significativa
(~50%) en el rendimiento cuando el tamafio de conjunto
de trabajo (2 veces el tamafio de bloque) es mayor al
tamafio de cache L1.

o Alineacion de los bloques de datos con respecto a las
paginas: Si los blogues de datos a copiar estan alineados
con el tamafio de pagina, se utiliza la copia de paginas
completas que es un mecanismo mas eficiente debido a
utiliza instrucciones MMX como se indic anteriormente.

e Alineacidn de los bloques de datos origen y destino entre
si: Si la direccién de inicio del bloque de datos origen se
encuentra desplazada src_off bytes de la alineacion de
pégina, y la direccién de inicio del bloque de datos
destino se encuentra desplazada dst off bytes, si
sre_off#dst off, se duplica el nimero de ciclos de copia
que hay que realizar y se impide realiza copias de paginas
completas debiéndose realizar copias de bytes.

Conclusiones

Como resultado de la primera etapa del proyecto de I/D
se obtuvo un mecanismo de IPC apto para la transferencia de
mensajes entre procesos de un mismo nodo, con un
rendimiento similar, incluso mejorado, comparado con otros
mecanismos de IPC de Linux.

M3-IPC  ha sido desarrollado  siguiendo las
recomendaciones para su operacién eficiente en sistemas
multi-cores y many-cores, pero dado que utiliza las
facilidades que ofrece el kernel de Linux (mutexes,
spinlocks, reference counters, etc.) su escalabilidad esta
limitada al rendimiento que éstos presentan operando sobre
ese tipo de sistemas.
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FORMACION DE RECURSOS HUMANOS

El trabajo central de la linea de I/D presentada se plantea
en principio como una tesis de doctorado, aunque por la
amplitud del tema, seguramente dejara abiertas muchas
cuestiones que podran ser tratadas en tesinas de grado, tesis
de magister/doctorado o en trabajos de otros investigadores.

En particular, el mecanismo de IPC admite, por ejemplo,
la investigacion los siguientes topicos:

— Seguridad: M3-IPC no incluye aspectos relativos a
seguridad. Podria integrarse con las Capabilities de Linux.

— Integracion con Linux Containers(LXC)[18]: Las VMs de
M3-IPC podrian integrarse al mecanismo de contenedores 0
compartimentos LXC disponible en Linux.
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Resumen

Las comunicaciones IP tradicionales permiten
que un host (estacién o puesto de trabajo)
pueda enviar paquetes a otro host
(transmisiones unicast o unidifusion) o a
todos los hosts (transmisiones broadcast).
Multicast o multidifusion IP ofrece una
tercera alternativa de comunicaciones:
permite que un host pueda enviar los paquetes
a un grupo que estd compuesto por un
subconjunto de los hosts de la red.

Multicast IP es un tecnologia para conservar
el ancho de banda, especificamente disefiada
para reducir el trafico, transmitiendo un unico
flujo de informacién potencialmente a miles
de destinatarios. De esta forma, se sustituyen
las multiples copias para todos los
beneficiarios con la entrega de un Unico flujo
de informacion. Por lo tanto, la multidifusion
IP es capaz de reducir al minimo la carga,
tanto en los hosts origen y destino, y
simultaneamente el trafico total de la red.
Dentro de una red multicast, los routers son
los responsables de replicar y distribuir el
contenido de multidifusion a todos los hosts
que estan escuchando a un determinado grupo
multicast. Los routers emplean protocolos
multicast que construyen arboles de
distribucion para transmitir el contenido
multicast, que aseguran la mayor eficiencia
para el envio de datos a multiples receptores.
Cualquier alternativa multicast IP requiere
que la fuente envie mas que una copia de los
datos. El unicast tradicional a nivel de
aplicacién, por ejemplo, requiere que el

origen transmita una copia para cada receptor
del grupo.

En el presente trabajo de investigacion, se
pretende realizar un analisis cualitativo y
cuantitativo de trafico multicast, tanto en los
protocolos IPv4 como IPv6, sobre redes
mixtas, midiendo la performance en una red
de laboratorio, utilizando equipamiento real,
combinado con generadores de trafico real y
sintético.

Palabras claves: trafico multicast, protocolos
multicast, routing multicast

Contexto

La linea de investigacion esta inserta en el
proyecto homdlogo, en el éambito del
Laboratorio de Analisis de Tréafico y
Seguridad (Latys) del Grupo UTN GRID
TICs (GRUPO UTN DE INVESTIGACION
Y DESARROLLO EN TICs), del
Departamento Ingenieria en Electronica, de
Facultad Regional Mendoza, de Ila
Universidad  Tecnoldgica Nacional. Y
ademas, estd relacionado con el trabajo de
tesis de maestria del Ing. Higinio Facchini, en
la Facultad de Informatica, de la Universidad
Nacional de La Plata.

Introduccion

Hoy en dia mas y mas aplicaciones de red
requieren el reenvio de los paquetes de una o
més fuentes a un grupo de receptores. Estas
aplicaciones comprenden la mayoria de la
transferencia de datos (por ejemplo, la entrega
de actualizaciones de software de los

PAGINA - 16 -



XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION

desarrolladores para los usuarios finales), la
transmision de medios (audio, video, texto), el
intercambio de datos (por ejemplo, una
videoconferencia entre compartida distribuida
participantes), la entrada de datos (por
ejemplo, acciones, participaciones), la caché
de Web y actualizacion de los videojuegos
interactivos  (por ejemplo, distribuidos
entornos virtuales o juegos multijugador
como Quake). Una abstraccion muy util en
representacion de cada una de estas
aplicaciones es el concepto de multicasting.
Casi todas las comunicaciones en Internet (o
en una red empresarial) hoy en dia son
unicast. En el nivel IP, cada paquete enviado
se reenvia al host de destino identificado por
la direccion IP de destino en la cabecera del
paquete IP. Los enrutadores IP se especifican
en las tablas de enrutamiento para reenviar
paquetes basados en la direccion de destino.
Ademéas de unidifusion, también hay
multidifusion. Para multicast, la direccion IP
de destino se refiere a un grupo de hosts IP: la
idea es que un paquete enviado a la direccion
de grupo de multicast, debe llegar a todos los
hosts del grupo.

El Protocolo de Internet versién 6 (IPv6) es la
nueva generacion del protocolo basico de
Internet. La version actual de IP (IP version 4)
tiene algunos inconvenientes que complican
y, en algunos casos presentan una barrera para
el desarrollo futuro. IPv6 deberia eliminar
estas barreras y proporcionar un ambiente rico
en funciones para el futuro de la
interconexién mundial. Con el avance masivo
del trafico de voz, video y de aplicaciones de
tiempo real, se espera que las aplicaciones
utilicen el tipo de trafico multicast como un
ahorro de ancho de banda en los enlaces
troncales de la red, como asi en todo punto de
posible congestion de trafico.

Ademés en las redes inaldmbricas como
802.11, el rendimiento todavia es muy bajo, y
decae fuertemente en la medida que se
incremente el numero de usuarios, por lo que
el ahorro de ancho de banda es fundamental.
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Ambientes multicast

Las soluciones multicast ofrecen ventajas
relativas a la conservacion del ancho de banda
de la red. En el caso de una aplicacion de gran
ancho de banda, como video MPEG, el
multicast IP puede beneficiar ain en las
situaciones que tengan sélo unos pocos
receptores, dado que escasas secuencias de
video podrian consumir una gran parte del
ancho de banda disponible en la red (Figura
1). Incluso en aplicaciones de bajo
requerimiento de ancho de banda, multicast IP
conserva  los  recursos cuando las
transmisiones involucran miles de receptores.
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Figura 1. Ambiente multicast

Ademaés, multicast IP es la uUnica alternativa
no broadcast para situaciones que requieren la
transmision de informacion simultanea a méas
de un receptor.

Para aplicaciones demandantes de bajo ancho
de banda, una alternativa a multicast IP podria
ser replicar los datos el origen. Esta solucion,
sin embargo, puede deteriorar las prestaciones
de la aplicacion, introducir latencias y
retardos variables que afectaran a los usuarios
y las aplicaciones, y requieren servidores
costosos para administrar las réplicas y la
distribucion de los datos. Tales soluciones
también involucran transmisiones multiples
del mismo contenido, y el consumo de una
enorme cantidad de ancho de banda de la red.
En las aplicaciones demandantes de mayores
anchos de banda, multicast IP es la Unica
opcién viable.

Aplicaciones multicast

Las aplicaciones multicast pueden clasificarse
en aplicaciones de tiempo real y de no tiempo
real. En las primeras se encuentran la
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aplicaciones multimediales como television
IP, video en vivo, videoconferencias, audio de
Internet en vivo, y las aplicaciones de solo
datos como el flujo de noticias por Internet,
juegos interactivos, entre otras. En las
segundas se encuentran las aplicaciones
multimediales como replicacion de video,
servidores web y transmisiones de contenido,
y las aplicaciones sbélo de datos como
transmision de informacion, servidor a
servidor, servidor a estacion, replicacion de
bases de datos y distribucion de software.
Otras aplicaciones que toman ventaja de
multicast IP son:

e Comunicaciones corporativas,

e Transmision de canales de mdsica, y

e Educacion a distancia o e-learning.

Despliegue y tecnologias

Multicast IP esta soportado en:
e Redes IPv4

e Redes IPv6

e VVPNs MPLS

e Redes mdviles e inalambricas

En la Gltima década pasada, la adopcion de
multicast IP en aplicaciones empresariales y
del sector publico ha crecido enormemente
(Figura 2), y los proveedores de servicios han
respondido afiadiendo mas VPN multicast a
sus  carteras de servicios. Hoy en dia,
cualquier proveedor de servicios debe
desplegar  multicast IP para permanecer
competitivo.
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Figura 2. Crecimiento multicast

El despliegue de los servicios de video ofrece
mas incentivos para el fortalecimiento de la
plataforma multicast IP de un proveedor de
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servicios, ya que los vuelve mas eficientes,
en funcion de los costos medios de soportar
trafico de datos, de voz y de video.

Grupos y alta disponibilidad

Las redes que utilizan multicast IP entregan
contenido desde un origen a multiples
usuarios (hosts o0 receptores) que estan
interesados en el flujo de datos. Un canal
multicast se refiere a la combinacion de un
contenido y la direccion IP de origen, con la
direccion del grupo multicast IP donde el
contenido se esta difundiendo.

A diferencia de las direcciones unicast y
broadcast, los grupos multicast no tienen
ningun limite fisico o geogréfico, y los
interesados en unirse a receptores pueden
estar situados en cualquier punto de una red o
de Internet, en la medida en que el camino
multicast este establecido.

Para recibir una determinada secuencia de
datos multicast, los hosts deben unirse a un
grupo multicast enviando un mensaje del
protocolo de administracién de grupo de
Internet (IGMP) a su router multicast local.
Casi todas las redes y las aplicaciones
utilizan, ya sea, la version 2 o 3. IGMPv2/3
permite a las personas adherirse a los
receptores o salir de un grupo.

La direccion del grupo multicast se ubica en
la clase D del espacio de direcciones IP. El
proveedor de contenidos, el propietario y los
proveedores de los servicios seleccionan la
direccion multicast en base a la politica local
de direcciones multicast (dependiendo si las
aplicaciones multicast son locales o de
alcance global).

Para asegurar la confiabilidad y alta
disponibilidad para las aplicaciones multicast
criticas, los administradores de red, deberian:
e Eliminar cualquier simple punto de falla,

e Diseflar redes que puedan dindmicamente
responder a los problemas,

e Construir redes multicast escalables,

e Emplear técnicas de alta disponibilidad,

e Brindar seguridad a nivel del servicio,

e Soportar control de acceso y de admision,

e Aplicar politicas propias de las redes
multicast.
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Desarrollo y
Experimentacion

Trabajos de

Los trabajos experimentales se realizaran
sobre una red piloto de Laboratorio. La
topologia tendrd una composicion mixta de
redes cableadas e inaldmbricas, routers,
switchs, access points, y equipos intermedios
para dar soporte a los distintos traficos.
Ademas, equipos finales tanto cableados
como inalambricos que permitan simular una
red empresarial de cierta envergadura.

El nicleo de la red tendra como funcionalidad
principal el ruteo de todos los traficos, sobre
el cual se realizaran las configuraciones de los
distintos caminos del trafico multicast,
mediante el protocolo PIM en sus diferentes
versiones, mientras que la conectividad
primaria IP se podré realizar sobre cualquier
protocolo de ruteo unicast. Se consideran
distintas opciones de configuracion:

a. Todo direccionamiento bajo IPv4,

b. Todo direccionamiento bajo IPv6, y

c. Direccionamiento IPv4 en el ndcleo de la
red e IPv6 en los bordes y viceversa.

En los bordes de esta red estaran los posibles
usuarios que se podran unir a los grupos
multicast generados. Para los mismo, se
trabajara con protocolo IGMP (para IPv4) y
con MLD (para IPv6).

La generacion del trafico multicast se
realizard de dos maneras diferentes:

a. Con un generador sintético como es el
software IP Traffic, que permite gestionar
distintas sesiones de multicast, y

b. Con un emisor real, como una cdmara de
video IP que realice streaming multicast.

Una vez realizadas las configuraciones
basicas se generara trafico multicast y se
realizaran mediciones de rendimiento, de
cantidad de paquetes, de retardo y variracién
de retardo (jitter), de errores, de consumo de
ancho de banda, etc., para obtener los
resultados generales y particulares, y las
conclusiones de prestaciones buscadas.

Resultados y Objetivos

En este trabajo se pretende hacer un analisis
del tipo de trafico multicast, en un escenario
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de laboratorio con equipos reales sobre redes
cableadas e inalambricas, con los siguientes
objetivos iniciales:

- Analizar el direccionamiento multicast
tanto en el protocolo IPv4 como IPv6,

- Analizar el protocolo de ruteo multicast
PIM en sus diferentes opciones tanto para
IPv4 como IPV6,

- Analizar y comparar los protocolos de
interaccion de los miembros de los grupos
multicast IGMP (para IPv4) y MLD (para
IPv6),

- Comparar el rendimiento del trafico
multicast frente a unicast en la medida que la
cantidad de miembros multicast aumenta,
variando las condiciones de la red (redes
cableadas, redes inaldambricas, IPv4, IPv6, y
las mezclas de los mismos).

Obtenidos los datos primarios mencionados
anteriormente, se buscaran los siguientes
objetivos finales:

- Obtener conclusiones sobre la
conveniencia de tradfico multicast sobre
unicast, especialmente en aquellos tipos de
trafico de tiempo real, y

- Obtener conclusiones sobre el rendimiento
de trafico multicast en cuanto a la utilizacion
de protocolos IPv6 vs IPv4.

Lineas de investigacion y desarrollo

El proyecto estard direccionado hacia los
siguientes temas:

- Direccionamiento IPv4 e IPv6,

- Trafico multicast,

- Direccionamiento multicast IPv6,

- Protocolos de ruteo multicast PIM,

- Protocolos IGMP y MLD de multicast, e

- Interaccion del trafico multicast en redes
mixtas.

Formacion de Recursos Humanos

El equipo de trabajo estd integrado por
docentes investigadores, y becarios graduados
y alumnos del Grupo GRID TICs (Grupo
UTN de Investigacion y Desarrollo en TICs)
de la Universidad Tecnologica Nacional,
Facultad Regional Mendoza. Entre los
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integrantes, hay en curso una tesis de magister
y una de grado, relacionadas con la linea
general de investigacion.

Plan de Trabajo

El esquema tentativo del plan de trabajo
considera las siguientes actividades:

a. Buscar y obtener la informacion primaria
sobre los protocolos a estudiar,

b. Estudiar los distintos protocolos,

c. Desplegar la red fisica propuesta,

d. Configurar dicha red,

e. Verificar la generacion de trafico multicast
y evaluar los primeros resultados,

f. Verificar la generacion del trafico
multicast y analizar los resultados, y

g. Efectuar las conclusiones.

Se aclara que los dos primeros puntos estan
muy avanzados, mientras que para los puntos

¢’y “d” ya se han realizado pruebas de
laboratorio en una red a escala.

Recursos y equipamiento

Las actividades se llevaran a cabo en el
ambito de las instalaciones del grupo de
investigacion GRID TICS, de la UTN
Regional Mendoza. Dicho Grupo cuenta con
sus propias areas de trabajo, 1 oficina técnico-
administrativa, 2 Laboratorios con 11
computadoras cada uno, con material y con el
siguiente equipamiento:

- 4 (cuatro) Routers CISCO 2811,

- 6 (seis) Routers CISCO 1721,

- 3 (tres) Switchs CISCO 2950,

- 2 (dos) Switchs CISCO 2960,

- 2 (dos) Switchs CISCO 3560,

- 1 (uno) ASA CISCO 5505,

- 2 routers Mikrotik,

- 4 Access Point Cisco y 2 Mikrotik,

- Placas inalambricas de red,

- 2 (dos) camaras de video IP con soporte de
string multicast 1Pv4/IPv6,

- 22 (veintidos) CPs con Sistema Operativo
Linux, Windows XP y Windows 7,

- Software IP Traffic de ZTI — Generador de
trafico IPv4/IPv6 unicast/multicast/broadcast
y Medidor de performance (throughput,
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cantidad de paquetes, jitter, nimero de
errores, tanto enviados como recibidos, etc.),

- Software Analizador de trafico Wireshark,
- Hardware Air Pcap para captura de trafico
wireless,

- Conexion a Internet por IPv4 e IPv6, y

- Servidor HP Proliant con Linux base y
Maquinas Virtuales.

Referencias

[1] RFCs de direccionamiento multicast

[2] Data and Computer Communications —
William Stalling - 9° edicion
[3]www.isoc.org/inet2000/cdproceedings/1c/
1c_3.htm
[4]www.isoc.org/inet2000/cdproceedings/1c/
1c_2.htm
[5]www.isoc.org/inet2000/cdproceedings/1c/
1c_1.htm
[6]www.isoc.org/pubs/int/cisco-1-6.html
[7Jwwwen.zte.com.cn/endata/magazine/zteco
mmunications/2006year/no3/articles/200610/t
20061010_162407.html
[8]www.juniper.net/techpubs/en_US/junos12.
2/topics/concept/ipv6-multicast-flow-
overview.html
[9Jwww.h3c.com/portal/Products__ Solution
s/Technology/IP_Multicast/
[10]www.elisanet.fi/teemuki/translator/thesis.
pdf
[11]http://web.dit.upm.es/~jmseyas/linux/mca
st.como/Multicast-Como.html

[12] http://www.wireshark.org

PAGINA - 20 -


http://web.dit.upm.es/~jmseyas/linux/mcast.como/Multicast-Como.html
http://web.dit.upm.es/~jmseyas/linux/mcast.como/Multicast-Como.html
http://www.wireshark.org/

XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION

2013 - PARANA — ENTRE RIOS

Internet del Futuro y Ciudades Inteligentes

Eduardo O. Sosa“?; Diego A. Godoy®® ; Radl Neis®;Gabriel Motta®;Radl
Luft® ;Dario Sosa’®”; Hernan Bareiro?; Paola Quifiones®

@ Secretaria de Investigacion y Posgrado (SECIP). Facultad de Ciencias
Exactas, Quimicas y Naturales, UNaM

@Centro de Investigacion en Tecnologias de la Informacion y
Comunicaciones (CITIC). Universidad Gaston Dachary

es@fcegyn.unam.edu.ar; diegodoy@citic.ugd.edu.ar, {raulneis, mottitag, raulluft, suedsosa,
hernanbareiro, paola4280}@gmail.com

Resumen

En este documento se presentan los avances
de una serie de trabajos en proceso en el marco
de proyectos de investigacion desarrollados
tanto en la Universidad Nacional de Misiones
como en la Universidad Gaston Dachary
relacionados con la Internet del Futuro y
Ambientes Inteligentes. Los  trabajos
presentados son: Simulacién de Redes de
Sensores Remotos mediante interfaz basada en
la Web, Contribucion a la Gestion de Residuos
Domiciliarios como una Aplicacién en
Ciudades Inteligentes y una Plataforma para la
publicacion de datos de Redes de Sensores
Inaldmbricos, orientada a la vision de la
Internet de las Cosas.

Palabras clave: Internet del Futuro, Ciudades
Inteligentes, Redes de Sensores Inalambricos.

Contexto

El trabajo presentado aqui se realiza en el
marco de diversos proyectos de investigacion
en la Secretaria de Investigacion y posgrado de
la Facultad de Ciencias Exactas, Quimicas y
Naturales de la Universidad Nacional de
Misiones sobre el tema “Internet del Futuro” e
“Internet de las Cosas”, a saber: Proyecto
16Q457 “Hacia la Programacion de Sensores
Inaldmbricos en la Forma web 2.0”, proyecto
16Q474 “Simulaciones de Sistemas Modernos
de Comunicacién” 'y el proyecto (en
evaluacion)“Ambientes  Inteligentes.  Una
Mirada a Internet del Futuro”. Asimismo del
proyecto de investigacion denominado “Disefio
de arquitecturas de soporte a la Internet del
Futuro y Ambientes Inteligentes para Ciudades
Inteligentes” que se ha formalizado por la
resolucion (19/A/12) de la Universidad Gaston
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Dachary mediante el llamado al 5to Concurso
de Proyectos de Investigacion en 2012,

Introduccion

El continuo avance de la ciencia y la
tecnologia a lo largo del tiempo ha conllevado a
un sinnimero de innovaciones. Basta observar
los avances que se han experimentado en la
astronomia, basados en la mejora y evolucion
de las tecnologias de desarrollo de telescopios;
como también los progresos a los largo de las
ultimas décadas en las ciencias médicas con
todo lo referente al mundo microscépico. Cada
una de estas innovaciones ha tenido que ver,
indudablemente, con el desarrollo explosivo de
las Tecnologias de la Informacion vy
Comunicaciones. Hoy es posible realizar
medidas y calculos a partir de las imagenes
obtenidas por unidades satelitales, utilizando
avanzados algoritmos computacionales para el
calculo.

Mark Weiser, conocido como el padre de la
computacion ubicua, a principios de los afios
1990 ha apostado a la mencionada teoria, la que
deberia evolucionar hasta interactuar con los
diferentes usuarios de las tecnologias[1],[2].
Estos principios enunciados originalmente por
Weiser han sido validados por diferentes
investigadores y estudiosos, convirtiéndose en
un escenario cierto en el futuro cercano.

Los entornos inteligentes -hogares, oficinas,
escuelas, y por supuesto ciudades; etc.-
representan entornos avanzados TIC’s en las
cuales interaccionan objetos de uso cotidiano en
continua  evolucion para usuarios  no
experimentados. Los entornos inteligentes han
surgido rapidamente como un paradigma nuevo
y emocionante que tiende a incluir diferentes
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campos de investigacion de la computacion
ubicua, o pervasiva, y en red.

La domdtica, o smart-home, comprende
varios enfoques, pero siempre tiende a una
mejor calidad de vida de los habitantes. Los
diversos enfoques van desde la mejora en la
vida diaria, a permitir una vida mas
independiente para las personas mayores y los
discapacitados. La tarea delos objetos
inteligentes, implantados en articulos de uso
diario, es detectar el entorno inmediato usando
varios tipos de sensores, para luego procesar
esta informacion. Esta funcion asigna un tipo de
inteligencia artificial a los objetos comunes y
bien conocidos y permite el procesamiento
integral de informacion y la interconexion de
casi cualquier tipo de objeto cotidiano[3].

La computacion ubicua encuadra a un gran
nimero de tecnologias y aplicaciones; desde
dispositivos moviles utilizados diariamente,
pasando por artefactos “inteligentes” para
propdsitos especiales (hornos, heladeras, etc.) y
hasta a los juegos domiciliarios en red. Tiene
que ver, y estd intimamente relacionada, con la
evolucion de los dispositivos electrénicos. Esta
revolucion se materializa a través de la
miniaturizacion de los dispositivos y la mayor
sociabilizacion de los contenidos disponibles.
De acuerdo a la ley de Moore, el nimero de
transistores, y por ende la capacidad de
almacenamiento y calculo de un circuito; se
duplica cada uno o dos afios[4]. Por ello, en la
actualidad, es un desafio establecer y orientar
los estudios hacia las regiones del conocimiento
donde las TICs, convergen apuntalando a las
ciencias.

La existencia de las numerosas y variadas
simulaciones en los diversos campos de las
ciencias son consecuencia del crecimiento
exponencial de las propiedades y capacidades
de los semiconductores que  fueran
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desarrollados por la industria en los ultimos
anos. Asi, hoy es posible realizar simulaciones
numeéricas para estudiar y analizar fenébmenos
utilizando métodos computacionales, los que se
volverian  prohibitivos si  se pretendiera
realizarlos por métodos empiricos.

La convergencia de sistemas de computacion
ubicuos embebidos en objetos de todos los dias,
los cuales se comunican inalambricamente, con
interfaces de nueva generacién, sensores de
diversos tipos, agentes inteligentes, sistemas de
personalizacion, etc., tienden a conformar una
inteligencia ambiental que nos rodea potencian-
do nuestras capacidades cognitivas. En tales
ambientes el objetivo es proporcionar servicios
informéticos y de comunicacion de una manera
mucho mas simple, comoda, agradable y
transparente, donde los usuarios puede acceder
de forma remota y controlar la informacion y
aplicaciones en su entorno utilizando los
diversos servicios derivados de la cooperacion
integrada de objetos heterogéneos
intercomunicados entre si.

Los aparatos que compondran este ambiente
aprenderan de las necesidades de las personas y
luego las anticiparan. Crearan un ambiente
inteligente, a nuestra  disposicion. La
Inteligencia Ambiental estd centrada en la
persona; basados en ordenadores emocionales,
nano-tecnologia, vida artificial, sistemas
virtuales, ubicuidad, biometria, sistemas de
personalizacion, agentes inteligentes, Papel
Electronico, Bioclimas activos, cientos de
microcomputadoras embebidas en la ropa, en
los muebles, sensores inalambricos, etc.

La posibilidad de acceder a una gran
cantidad de informacion y proceder al
procesamiento de la misma implica la
existencia de una gran cantidad de elementos
distribuidos en un determinado entorno fisico
que constituyen redes entre ellos. Este proyecto

2013 - PARANA — ENTRE RIOS

pretende proponer algunas herramientas que
serén aplicables a los entornos inteligentes del
futuro.

De la misma manera, la globalizacion
tecnoldgica ha transformado el orden del
conocimiento y la innovacion a escala global en
un periodo de tiempo increiblemente corto,
provocando con ello nuevos desafios vy
aparicion de oportunidades. La Unica manera
que las ciudades, como elemento organizado,
puedan competir en este nuevo entorno, e
siendo cada vez mas innovadoras y capaces de
responder de manera efectiva a las preferencias
y necesidades de sus ciudadanos. El concepto
de Ciudades Inteligentes estd muy extendido en
el contexto europeo y en algunos paises de
Asia, donde estas tecnologias se despliegan en
el mundo real no solo con el fin de analizar su
viabilidad, sino también para considerar su
impacto  socio-econémico. Las ciudades
conforman asi, hace un buen tiempo, un tecno-
paisaje urbano en nuestra sociedad. Con ello
estin dando paso a un nuevo modelo
productivo basado en el conocimiento, y en la
utilizacion del mismo como aporte de
soluciones técnicas que se ocupan de una mejor
calidad de vida y de la sustentabilidad. Sin
embargo se observa escasa actividad incipiente
en las ciudades latinoamericanas.

Cuando el objetivo de una accion es obtener
informacién valida de algun entorno con el cual
se interactua, la méas de las wveces es
practicamente imposible establecer vinculos
fijos permanentes (cableados normales). Para
estos escenarios se ha establecido una nueva
tecnologia, basada en un nuevo paradigma para
los sistemas de cOmputo, que han venido a
denominarse redes de sensores inaldmbricos
(WSN).

Merece ser destacado aqui, por similitud
operativa, la tecnologia de identificacion por
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radio frecuencia (RFID), que consiste en un
sistema de almacenamiento y recuperacion de
datos remotos, utilizados por transponders’
RFID. Con éste sistema, se transmite
radialmente la identidad determinada de un
objeto por medio de un cddigo y/6 nimero de
serie. Los elementos necesarios para ello son
las etiquetas y los lectores. Los ultimos, son los
que detectan e identifican a determinado objeto
fisico, y que el mismo pueda ser controlado e
inventariado en un sistema de computos al
efecto.

Las etiquetas RFID se diferencian entre las
pasivas y las activas. Las primeras carecen de
una fuente de energia, pero son capaces de ser
energizados desde el dispositivo que realiza la
consulta. Los RFID activos son dispositivos
provistos de alguna fuente de energia,
guardando una relacion con pequefios nodos
integrados de WSN[5]. Recientemente han sido
desarrollado dispositivos RFID clase 4 y 5, los
que son capaces de establecer entornos de
seguimiento, ubicacion, red y seguridad.

El deseo de mejorar el rendimiento de los
servicios de las cadenas de provision
globalizadas ha impulsado el desarrollo de los
sistemas RFID, pero su implementacion ha sido
problematica[5], en primer lugar por los costos
de manufactura de las etiquetas v,
fundamentalmente, por invasion de la
privacidad de los wusuarios adquirentes de
productos etiquetados con RFID.

De estudios realizados en diferentes trabajos
y publicaciones, se infiere el éxito de la
computacion ubicua; basado fundamentalmente
en la adopcion de las implementaciones de
WSN y RFID. La ilustracion 1 muestra la

! Dispositivos electrénicos para comunicaciones

inalambricas; fusion de transmisor-respondedor
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superposicion existente entre las tecnologias
RFID y las WSN.

Red Inalambrica
(RFID) de Sensores (WSN)

Identificador RF

RFID __, RFID __Qispositivos _ , pispositivos
pasivo | activo integrados | Potentes
Sin baterias Fuente energia Recursos limitados >> Recursos
Alcance limitado | >> Tamafo larga vida atil | Altos consumos
pequefios

Pequerias dimensiones

—_—

Tamanio, consumo energético, Recursos fisicos, funcionalidad y costo ’

llustracion 1. Interseccion de tecnologias RFID y WSN

Una red de sensores inaldmbricos consiste
en una serie de dispositivos distribuidos
desordenadamente en un &rea geografica dada.
Cada nodo posee capacidad de comunicacion
inaldmbrica, de  procesamiento de la
informacién obtenida y fundamentalmente,
cada uno de los nodos es capaz de promover el
establecimiento de una red de datos eficiente.

Las WSN han trascendido el &ambito
acadéemico-cientifico, habiéndose vuelto una
realidad en cuanto a la utilidad préactica de la
tecnologia. El alcance y diversidad de las
aplicaciones de las redes de sensores, los
requerimientos, disefios y plataformas son
virtualmente ilimitados [6]

Lineas de investigacion y desarrollo

Se avanzan en diversas lineas, caracterizadas
por las iniciativas de los estudiantes a
graduarse, con la orientacion de docentes e
investigadores de la Universidad de Misiones y
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las Universidad Gaston Dachary. Detallando las
lineas de investigacion y desarrollo se deben
mencionar:

1) Simulacién de Redes de Sensores
Remotos mediante interfaz basada en la Web;
cuyo objetivo principal es desarrollar un
prototipo de Interfaz de simulacion de WSN
basado en la Web. La simulacion por
computadora ha permitido a los cientificos e
ingenieros  experimentar  facilmente  con
ambientes virtuales, alcanzando un nuevo nivel
de detalle el andlisis de las aplicaciones
naturales y artificiales; que fuera desconocido
en las primeras etapas del desarrollo cientifico.
Ademas proporciona una gran ayuda en el
disefio y analisis de aplicaciones complejas.

Es conocida la dificultad de modelar
analiticamente a las WSN, dado que se tiende a
realizar andlisis simplificados. Toda simulacién
requiere de un modelo apropiado basado en
fundamentos tedricos y sobre todo, de facil
implementacién practica [7], dado que los
resultados de la simulacién se extrapolan del
escenario  particular de  analisis, con
determinadas presunciones, que ciertas veces
no encierran al comportamiento real de las
WSN, comprometiendo seriamente con ello la
credibilidad de las simulaciones.

En el trabajo se fijaron los siguientes
objetivos especificos: a) Estudiar el estado del
arte en la simulacién de redes de sensores
remotos basado en la web, b) Analizar las
propiedades y eventos necesarias para
reproducir el comportamiento de una Red de
Sensores Remotos c) Disefar la interfaz Web
de obtencion de parametros, incorporacion de
los archivos particulares del proyecto y
visualizacion de los resultados de simulacion,
d) Disefiar una solucion del lado del servidor
Web para procesamiento de los datos
colectados y generacion de los resultados de
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simulacion e) Desarrollar un prototipo de
interfaz de simulacion de WSN basado en la
Web que a través de una interfaz pueda obtener
pardmetros de simulacion, incorporar archivos
particulares del proyecto, procesar los datos
ingresados y generar los resultados de la
simulacion, f) Realizar pruebas para comprobar
el funcionamiento correcto del sistema. La
justificacién para la realizacion de éste trabajo
de investigacion, es ofrecer una sistema que
permita facilmente tener un entorno de
simulacion disponible para maltiples usuarios.
Esto permitira abstraer a los usuarios de la
complejidad del funcionamiento del sistema de
simulacion en si, haciendo mas amigable su
uso. Integrando todo potencial de la
herramienta de simulacién Shawn[8] con todas
las ventajas de los sistemas basados en la Web
se permitira simplificar el uso del simulador y
disminuir los tiempos asociados a la
instalacion. Ademas dado que el procesamiento
de la simulacién se realizard en un servidor,
esto permitira que se creen luego nuevas formas
de procesar los datos. Se podra por ejemplo
incrementar la  capacidad del servidor
realizando el procesamiento en un cluster de
computadoras.

2) Contribucion a la Gestion de Residuos
Domiciliarios como una Aplicacion en
Ciudades Inteligentes, cuyo objetivo principal
es disefiar un prototipo basado en redes de
sensores inaldmbricas para la deteccion de
contenedores de residuos domiciliarios llenos,
como una  aplicacion en  ciudades
inteligentes.En muchos campos, las diferentes
redes de sensores  inalambricos[9]han
desarrollado  aplicaciones  para  resolver
problemas de gestion con implementaciones
inteligentes. Uno de los casos de éxito tiene que
ver con la gestion de los residuos sélidos. En
este trabajo se propone con el objetivo de
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mejorar el manejo en el lugar y la optimizacion
de transferencia en el proceso de gestion de
residuos.

Como objetivos especificos se han fijado: a)
analizar bibliografia ~ sobre Ciudades
Inteligentes, Internet del Futuro y Redes de
Sensores Inalambricas, b) Definir componentes
de una red de sensores inaldmbricas, detallando
las caracteristicas y funcionalidad de cada uno
de sus elementos, c) Desarrollar un prototipo de
software para dotar de funcionalidad a los
sensores, d) Diseflar una interfaz para
visualizacion de ruta O6ptima, e) Realizar
pruebas en laboratorio, con hardware real, con
el fin de validar la arquitectura propuesta.

Las areas urbanas crecen con gran velocidad.
Més de la mitad de la poblacion mundial vive
ya en ciudades. La prevision que maneja
Naciones Unidas sefiala que el 70% de los seres
humanos habitaran en centros urbanos en 2050.
Este organismo advierte de que el aumento de
la poblacion de las ciudades puede convertirse
en un auténtico problema, a no ser que se logre
mantener la armonia entre los aspectos espacial,
social y ambiental de las localidades, asi como
entre sus habitantes. En este nuevo escenario
sociolégico y demografico, con claros efectos
economicos, politicos y medioambientales,
cobra fuerza el concepto de ciudad inteligente.
Una ciudad inteligente es aquella que hace uso
de los avances tecnoldgicos para mejorar la
calidad de vida de sus habitantes. Son aquellas
donde la inteligencia "se pone al servicio del
ciudadano” a fin de gestionar de la mejor forma
los recursos.

3)Plataforma para la publicacion de datos
de Redes de Sensores Inaldmbricos, orientada
a la visién de la Internet de las Cosas, cuyo
objetivo principal es disefiar una plataforma
para la captura, almacenamiento y publicacion
de datos de Redes de Sensores Inaldmbricos,
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orientada a la vision de Internet de las Cosas,
persiguiendo a) Estudiar las tecnologias WSN y
establecer el estado del arte de las mismas, b)
Evaluar las alternativas existentes para la
publicacién de datos de WSN dutiles para la
vision de la 10T, c¢) Disefiar un prototipo de
plataforma que permita la  captura,
almacenamiento y publicacion de los datos
obtenidos de la WSN, d)Probar el prototipo en
un escenario donde se verifiquen las
posibilidades de la plataforma.

El término Internet de las Cosas se refiere a
una vision en la que la Internet se extiende
conectando los objetos cotidianos a la red,
permitiéndoles conectarse entre si y cooperar
unos con otros, en forma ubicua, en cualquier
momento, basados en la afirmacion que se
hiciera Mark Weiser, “las tecnologias maés
exitosas son las que desaparecen, se entretejen
con la trama de la vida cotidiana hasta que no
se distinguen de ella” [1]. Cabe remarcar que la
loT es una vision de la Internet del Futuro (FI,
Future Internet) y como tal, es un campo aun en
desarrollo. No existe una implementacion
concreta que pueda llamarse 10T, sino que es un
conjunto de tecnologias de internet que
permitiran, en el futuro, concretar la vision de
la interconexion de los objetos cotidianos a la
red.

Se observa de los lineamientos expresados,
la pretension de desarrollar e implementar
algunas aplicaciones prototipo para ver el
impacto producido sobre ambientes validos en
el entorno de ejecucion del proyecto, y sobre
todo si es factible su implementacion practica a
escala macro. Se pretenden abordar cuestiones
relativas a la conexion entre las tecnologias y
aplicaciones inteligentes para los distintos
ambientes, realizando analisis y evaluacion de
la gestion del tréfico, soluciones para el
estacionamiento diario de los ciudadanos,
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manejo de residuos domiciliarios, control de la
contaminacion de agua y aire, la calidad del
agua superficial, la eficiencia del alumbrado
publico, control del ruido y sonidos urbanos,
transporte puablico, etc. Asi se deberian
identificar a las aplicaciones pertinentes para
los distintos ambientes. Las aplicaciones y
prototipos mas prometedores seran
seleccionados, y aplicados en el entorno real.

Formacion de Recursos Humanos

Relacionados a este proyecto existen 6
tesinas de grado en el tema de Internet de las
cosas e Internet del Futuro, en trdmite de
evaluacion en a UGD, como también trabajos
de interaccion con la industria del Té, de
manera de mejorar la medicion de pardmetros
en el proceso de fermentacion en industrias de
la Provincia de Misiones. Un trabajo de
Especializacion en Ingenieria del Software,
UNLP, se encuentra en fase de evaluacion de
trabajo final. El grupo de trabajo esta liderado
por un doctor en ciencias informaticas, un
ingeniero en sistemas y un ingeniero en
Telecomunicaciones.

La Universidad Gaston Dachary, como
soporte a la resolucion 19/A/12, y apoyando a
los proyectos de investigacion en la UGD, ha
asignado recursos suficientes para que varios
alumnos en etapa de preparacion de sus tesis de
grado sean asimilados como becarios, los que
son solventados con fondos propios.
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Resumen

En el paradigma de las WSN encontramos
que una de las principales caracteristicas es la
reduccién del tamafio de los dispositivos y la
disminucion de los costos, lo que da lugar a que
cada nodo deba tener Unicamente el hardware
estrictamente necesario para realizar de manera
eficiente la tarea que se le ha encomendado.
Esto conlleva a situaciones en que la
conectividad de los nodos sensores con redes
existentes sea limitada o nula, requiriendo asi
entonces un elemento capaz de realizar las
interacciones necesarias de interconexion, para
asi lograr una homogenizacion de los datos y
hacerlos accesibles por ejemplo a través de
internet.E n Este trabajo se presenta un
middleware WSN-IP-WWW para la integracion
de redes de sensores inalambricos con la Web.

Palabras clave: Nodos Sensores, Internet,
WSN, middleware.

Contexto

El trabajo presentado aqui se realiza en el
marco del proyecto de investigacion
denominado “Disefio de arquitecturas de
soporte a la Internet del Futuro y Ambientes
Inteligentes” que se ha formalizado por la
resolucion (19/A/12) de la U.G.D. mediante el
Ilamado al 5to Concurso de Proyectos de
Investigacion en 2012, en dicho proyecto se
encuentran trabajando 3 tesinas de grado un
becario de investigacion graduado y un
ingeniero colaborador ad honorem de la ciudad
de Cordoba. Asimismo se relaciona
directamente con diversos proyectos de
investigacion en la Secretaria de Investigacion
y posgrado de la Facultad de Ciencias Exactas,
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Quimicas y Naturales de la Universidad
Nacional de Misiones sobre el tema “Internet
del Futuro” e “Internet de las Cosas”, a saber:
Proyecto 16Q457 “Hacia la Programacion de
Sensores Inalambricos en la Forma web 2.0”,
proyecto 16Q474 “Simulaciones de Sistemas
Modernos de Comunicacion” Yy proyecto (en
evaluacion) “Ambientes Inteligentes. Una
Mirada a Internet del Futuro. Referente a este
proyecto existen 2 tesinas de grado y 1 de
posgrado en curso entre los participantes.

Introduccién

El desarrollo alcanzado por tecnologias de
fabricacion de circuitos integrados, tales como
microcontroladores y dispositivos de ldgica
programable FPGA, han provocado el auge de
las aplicaciones de sistemas embebidos. Las
mismas se han convertido en la solucion a gran
nidmero de problemas que anteriormente
requerian de un sistema mucho mas complejo,
por ejemplo una PC.

Una aplicacion de este tipo de sistemas es la
interaccion entre las WSN y las redes
existentes, ya que la tendencia de los nodos de
una WSN es la miniaturizacion de los nodos, lo
que conlleva a la necesidad de limitar el
hardware que puede llegar a contener cada
nodo sensor, tanto por el tamafio como asi
tambien por la necesidad de bajos consumos de
energia[1]. Asi cada nodo contara Unicamente
con el hardware estrictamente necesario para
poder realizar de manera eficiente la tarea que
se le ha encomendado. Es asi que la posibilidad
de conectividad de cada nodo de la WSN juega
un papel importante en esta miniaturizacion y
en el consecuente uso de energia. De acuerdo a
ello, podemos dividir la conectividad en a)
entre nodos y b) con otras redes ya existentes
como se puede ver en la llustracion 1.
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llustracion 1. Conectividad en redes WSN

La necesidad de conectividad entre los
nodos permite transferir informacion entre
nodos vecinos, y ademas nos permite realizar
un encaminamiento multi-salto de los paquetes
de informacion, reduciendo asi, la potencia de
transmision de cada nodo y con ello el consumo
energético.

Sin embargo estos datos brindados por la
WSN son poco utiles si no podemos tener un
acceso de forma sencilla a ellos, para lo que es
necesaria la conectividad de las WSN hacia las
redes  existentes, tanto locales como
Metropolitanas. Considerando las capacidades
limitadas de hardware de los nodos, no es
comun encontrar nodos sensores, capaces de
realizar los dos tipos de conectividad, inter-
nodo y extra-nodo. Dentro de ellos
encontramos a algunos con capacidad de
manejo de paquetes IP[2].

6LOWPAN[3] brinda un estandar a las WSN
con fragmentacion y compresion de las
cabeceras de los paquetes IPv6 para ser
transmitidos por 802.15.4. Esto no les permite
la conexion directa a las redes, lo que hace
necesaria la utilizacion de una puerta de enlace
capaz de direccionar los paquetes IPv6 de la

PAGINA - 29 -



XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION
2013 - PARANA — ENTRE RIOS

WSN hacia el exterior. Si bien Existen variadas
aplicaciones que brindan la posibilidad de
publicar y manejar los datos de una WSN,
requieren en todos los casos una infraestructura
para el envio de datos [4].

La arquitectura propuesta se puede ver en la
lustracion 2.

sr@ 0 Middeware ‘\@’ ~ O

/ * Nodo Webserver S
@ / : central Embebido  : \ W
! : :
] e
AN - : Ethemet
N\

//©/ ......... G
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[lustracion 2. Arquitectura Middleware Propuesta

El middleware propiamente dicho esta
compuesto por un nodo sensor de la WSN,
conformado por un nodo iSense [5] (llustracion
3),con procesador Jennic JN5139, un sistema
radial de 2,4 GHz compatible con normas IEEE
802.15.4, con ancho de banda estimado de
250Kkbit/s, sistema de encriptacion por hardware
AES, capacidad de calculo de tiempo de vuelo
(ToF) para célculo de distancias entre nodos,
192kB de ROM, 96kB of RAM, como una
variada posibilidad para la utilizacion de
periféricos analdgicos y digitales.

Por medio de un vinculo RS-232 se
encuentra interconectada a una plataforma
compuesta por un microprocesador ARM
Cortex M4[6], donde el acceso desde/hacia
redes TCP/IP es realizado mediante un servidor
web embebido en dicha plataforma. La
conectividad TCP/IP se logré implementando la
libreria ulP, la cual es una aplicacion open
source en lenguaje C para micro controladores
de la pila de protocolos TCP/IP, cuya principal

particularidad es la minimizacion de la
memoria utilizada. Esta soporta los protocolos
TCP, UDP, IP, ICMP y ARP.

llustracion 3. Mddulo principal iSense

La libreria ulP provee una interfaz de
programacion de aplicacion (API) que define
como las aplicaciones interacttan con la pila
TCP/IP. Dicha  API se  denomina
“protosockets”, la cual es muy similar a la API
de sockets Berkeley[7] pero sin la sobrecarga
de los entornos multitareas.  Ciertas
modificaciones se realizaron para portar la
stack ulP de manera adecuada a la arquitectura
ARM, para evitar incompatibilidades en cuanto
a los tipos de datos y temporizadores requeridos
en la implementacion.

Mientras que la libreria ulP proporciona
conectividad TCP/IP, las funcionalidades de la
capa de enlace de datos se implementd
mediante el controlador Ethernet ENC28J60 de
Microchip, afiadido como periférico al
procesador Cortex M4 conectados mediante un
bus SPI. Por otra parte la integracion con la
WSN se lleva a cabo a través de un nodo sensor
de la red utilizado como concentrador de datos,
donde alli por medio de un enlace 802.15.4
intercambia informacion desde y hacia la WSN,
pudiendo determinar por medio de simple
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direccionamiento MAC desde que seccion de la
red provienen los datos o hacia que seccion
enviar los mismos. La comunicacion con el
micro controlador se realiza por medio del
protocolo RS-232, proveyendo un enlace
bidireccional a ambos dispositivos para el
intercambio de datos.

Lineas de investigacion y desarrollo

Para la implementacion del servidor web se
utilizo una placa de desarrollos Stellaris
Launchpad de Texas Instrument® [8].

?5’

I e//ar/ 5
nc hPad

llustracidn 4. Tl Stellaris Launchpad

La placa esta conformada por un micro
controlador ARM Cortex M4 -
LM4F120H5QR- con punto flotante, capacidad
de trabajo de hasta 80MHz, 256Kb de memoria
Flash, 32Kb de SDRAM, 8 transceptores
asincronos universales (UART), 4 buses de
intercomunicacion en serie 1°C, 4 interfaces
seriales periféricas, 27 Timers, interfaz USB
para ICDI (In Circuit Debug Interface), Micro
B USB para debug, Micro B USB para
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conexion con aplicaciones, 2 botones para
aplicaciones de usuario, boton de reset y RGB
LED (llustracion 4).

La implementacion consistié de tres etapas.
La primera de ellas fue la implementacién de
un nodo WSN sumidero, el -cuales el
responsable  de capturar  todas las
comunicaciones de la red WSN. La segunda
parte del trabajo consistié en la implementacién
del servidor web sobre la plataforma Stellaris
Launchpad, capaz de generar contenido
dindmico a partir de la incorporacién de
Ilamadas a funciones en lenguaje C desde el
cddigo de las paginas web.

&

Solicitud HTTP Respuesta HTTP

Servidor Web

Péagina web

Funcién C
con etiguetas SSI ' -
--#exec cgi=“NombreFun
=
=
]
Resultado en e

o]

HTML

llustracion 5. Servidor http

La insercion dinamica de contenido en una
pagina solicitada del servidor web (ilustracion
5) es posible mediante el conjunto de directivas
SSI (Server Sides Includes), siendo capaz de
procesar solicitudes de codigos html, css y
shtml, siendo esta ultima la extension asociada
a paginas con contenido dindmico, como
imagenes en formato jpg, gif y png.

La tercera etapa del trabajo consistio en
lograrla interaccion de los dos sistemas antes
explicados. La comunicacion entre las
plataformas se llevo a cabo a través de una
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conexion por puerto serie con el protocolo RS-
232.

El nodo sensor sumidero recolecta la
informacion proveniente de la WSN vy por
medio del direccionamiento MAC podra
determinar desde que seccion de la WSN fue
recibido el paquete de datos, una vez recibido el
paquete, se extraera la informaciéon y se lo
identificara dentro de un paquete nuevo para ser
enviado hacia el servidor web por medio del
enlace RS-232.

Resultados y Objetivos

En este trabajo se presenta un modelo de
interoperabilidad middleware para la Integracion
de Redes IP y la Web con Redes de Sensores
Inalambricos con el fin de generar agentes con
capacidades para percibir el mundo, tomar
decisiones y actuar sobre el entorno.

Formacion de Recursos Humanos

El equipo de trabajo se encuentra formado
por un Doctor en Ciencias Informaticas, Un
Doctorado en Ingenieria Telematica, un auxiliar
de investigacion graduado, un auxiliar de
investigacion graduado residente en la ciudad
de Cordoba Capital, y ocho auxiliares
(Resolucion rectoral 21/1/12) de investigacion
en periodo de realizacion de trabajos finales de
grado. EI nimero de tesinas de grado en curso
con proyecto aprobado es tres y el numero de
trabajo de especialidad en curso con proyecto
aprobado es uno. Los proyectos de grado se
titulan “Plataforma para la publicacion de datos
de Redes de Sensores Inalambricos, orientada a
la vision de la Internet de las Cosas, Ambientes
Inteligentes y Mashups”, “Disefio de un
prototipo para monitoreo eficiente de
iluminaciéon basado en WSN utilizando
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HTMLS5” y “Contribuciéon a la Gestion de
Residuos Domiciliarios como una Aplicacion
en Ciudades Inteligentes”. El Trabajo de
Especialidad se titula ‘“Plataformas para la
creacién de Mashups Sensibles al Contexto en
Entornos de Inteligencia Ambiental”
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Resumen

El protocolo HTTP ha sido revisado en un par
de ocasiones, la ultima, ya hace méas de una
década. Sin embargo, las caracteristicas de la
Web actual, los requerimientos de sus usuarios,
y los niveles de masividad hicieron que los
recursos que se proveen mediante éste hayan
alcanzado un punto donde se han encontrado
algunas limitaciones inherentes al disefo
original del protocolo. Es por ello que el IETF
(Internet Engineering Task Force), dentro del
HTTPbis Working Group, estd  analizando
modificaciones, ajustes y/o mejoras de fondo en
pos de alcanzar un futuro estandar HTTP 2.0.

Como una propuesta reciente se presentd el
protocolo SPDY, cuyo objetivo primordial es
mejorar el rendimiento del servicio Web. Hoy
en dia se ha convertido en la base sobre la cual
dicho WG esta trabajando.

Este proyecto de investigacion plantea estudiar
las deficiencias mencionadas de HTTP y las
mejoras disponibles, entre los cuales se
encuentra SPDY. Ademads, producir un estudio
académico de algunas de las condiciones que
optimicen su implementacion, tanto desde el
punto de vista técnico y general como ademas
involucrando un andlisis de condiciones
geograficas. Por ultimo, se desarrollardn piezas
de software que faciliten dichos analisis y sirvan
como herramientas de apoyo para una eventual
migracion a SPDY o a HTTP/2.0.

Palabras clave: HTTP, SPDY, protocolos web,
WWW.

Contexto

Esta presentacion corresponde al proyecto de
investigacion  “Estudio 'y propuestas de
protocolos para mejorar la performance de
servicios basados en Web”, aprobado por el

Departamento de Ciencias Bésicas de la
Universidad Nacional de Lujan, para el cual el
primer autor cuenta con una beca de
investigacion. categoria “perfeccionamiento” de
la Secretaria de Ciencia y Técnica de la
mencionada universidad.

Introduccion

La Internet de hoy es una Red global
omnipresente, donde el crecimiento
cuasi-exponencial de la demanda de servicios de
informacion ha “exprimido” en buena medida
las capacidades y posibilidades de todos los
protocolos que han sido pilares fundacionales de
la misma desde un principio.

El protocolo HTTP, que pertenece a este selecto
grupo y es uno de los protagonistas principales
en el uso de la red, cuenta ya con mas de dos
décadas de haberse desarrollado (la version 0.9
en 1991) y mas de una de haber visto su tltima
revision, la version 1.1 en 1999 [12].

Pero, segin varias investigaciones [1,4,20],
adolece de debilidades bajo ciertas condiciones,
ademads de algunos problemas de larga data [3,
6,18,25], que han sido potenciados por la
riqueza (multimedia, interactividad, etc.)
contenida y provista mediante las paginas web
actuales.

Esto tiene diversas consecuencias, donde por un
lado impacta directamente en el tamaifo,
cantidad y variedad de recursos que HTTP debe
transportar.

Y por el otro, el funcionamiento mismo de
HTTP vl.1, utilizando conexiones persistentes
(Keep-Alive) mas Pipelining (ambos para
optimizar el flujo de datos a nivel de TCP),
sumado a multiples conexiones en paralelo para
incrementar la velocidad en la descarga, no es
suficiente = para  conseguir transferencias
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eficientes de una pagina web mas todos los
recursos que €sta referencia, desaprovechando la
capacidad de la red que se dispone y afectando
tanto a usuarios como proveedores [5,15].

Si bien su caracteristica de stateless permite alta
flexibilidad y escalabilidad, el uso de Cookies
para mantener el estado es percibido usualmente
como error de disefio [17]. Ademas, obliga a
que los clientes web utilicen técnicas de polling
para obtener notificaciones del servidor, cuando
seria mas eficiente que éstos notifiquen al
navegador cuando sea necesario. Asociado con
el punto anterior, pero también con la
complejidad de la web en la actualidad, la
cantidad de encabezados por cada peticion
HTTP se ha incrementado considerablemente,
aumentando la cantidad de trafico a transportar.

Por otro lado, la falta del soporte de prioridades
en la obtencion de recursos también puede verse
como una desventaja que originalmente no
existia por la sencillez de las paginas y servicios
web. Y, al ser un protocolo definido mediante
directivas en formato de texto ASCII, el
procesamiento computacional de sus ordenes y
validacion de su especificacion es mas complejo
y propenso a errores que si fuera binario. Las
redes moviles y satelitales bajo estas nuevas
condiciones son casos extremos y particulares
que deben ser analizados en detalle.

Finalmente, la falta de confidencialidad, en esta
etapa de plena vigencia de redes wireless, es
otra  problematica subsanada por TLS
(Transport Layer Security) [11], pero que no ha
reemplazado a HTTP, sino que la ha
complementado de manera opcional.

Por ende, a nivel mundial, se considera que es
momento de revisar si el funcionamiento de la
web a este nivel puede ser modificado,
mejorado, renovado y/o optimizado de acuerdo
a los tiempos que corren [7,8,10]; aprovechando
la confiabilidad y velocidad de los enlaces sobre
los equipos de conectividad de los que se
dispone hoy en dia, transportando el tipo y
volumenes de recursos Web actuales.

Auln asi, esta revision debe llevarse a cabo
respetando las enormes virtudes de las
especificaciones preexistentes, y sin descuidar
asuntos sumamente importantes como la
compatibilidad hacia atrds, complejidad de
implementacion, facilidades para la migracion,
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etc., a fin de maximizar las posibilidades de
resistir las diferentes pruebas en el campo, para
que finalmente se defina una version HTTP/2.0.

Es por eso que desde que fue presentado el
protocolo SPDY como un proyecto abierto [7], a
fines de 2009, ha convocado interés de muchos
investigadores y organizaciones fuera de
Google, su principal impulsor, dado que
persigue los siguientes objetivos de disefio:

® Reducir al minimo la latencia necesaria para
la descarga de recursos HTTP.

® Reducir al minimo el overhead (y por
consiguiente el ancho de banda) en la subida
y descarga de recursos HTTP.

® Minimizar la complejidad de instalacion e
implementacion.

® No requerir ningiin cambio en los contenidos
de los sitios web.

SPDY, en su version actual (nimero 3) [2],
presenta las siguientes caracteristicas técnicas
como mas salientes:

® Multiplexacion de  peticiones  HTTP

concurrentes en una unica sesion TCP.
® Encabezados HTTP comprimidos.

® Niveles de prioridades en las peticiones de
recursos HTTP.

® Server-Pushed Streams: Recursos enviados
desde el servidor al cliente sin existir una
peticion previa exclusiva y asociada de éste.

® Implementa una capa de compatibilidad con
HTTP, preservando su semantica: Cookies,
headers, encoding, etc., funcionan de la
misma manera que HTTP.

® Fuertemente acoplado con HTTP; Ila
integracion de protocolos forma parte de la
especificacion. Sin embargo, SPDY puede
ser utilizado para transportar  otros
protocolos.

® Podria considerarse ubicado sobre TCP y
entre SSL/TLS y HTTP, en la capa 5 (Sesion)
del modelo OSI.

® En la practica funciona sobre TCP vy
TLS/SSL, aunque no esta atado a éstos; si
requiere un transporte confiable de minima.

Esto permitiria, en principio:
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® Mayor Escalabilidad: poder manejar mas
cantidad de usuarios y atenderlos mas répido
desde el punto de vista del proveedor de
contenidos.

® Velocidad: que los usuarios obtengan una
mejora sustancial percibible en la carga de
paginas y recursos Web.

® Mayor Seguridad: ya que de facto se utiliza
TLS para la implementacion.

® Compatibilidad hacia atrds: migracion
incremental y transparente para los usuarios.

Sin embargo, los estudios y analisis formales
realizados hasta el momento, tanto por parte de
SPDY como de otras propuestas desarrolladas
en paralelo [10,16,19,29] son exiguos, y
generalmente provienen del sector industrial, lo
que da origen a esta propuesta de investigacion
académica.

Lineas de Investigacion y Desarrollo

Entre los diferentes trabajos que se estan
llevando adelante se encuentran tres lineas
principales:

- Estudio y analisis de las debilidades de
HTTP y bajo qué circunstancias ocurren,
basadndose tanto en trabajos en curso como en
experimentacion propia. Ademas, se investiga el
protocolo SPDY, los requerimientos para su
funcionamiento y algunas de las ideas de las
alternativas, tomando en consideracion las
ventajas y desventajas que presenta frente al
protocolo HTTP.

- Modelizacion de la red a nivel local y
regional. La intenciéon aqui es poder realizar
pruebas y experimentacion sobre condiciones de
operacion de la red representativas de la region
ya que todos los estudios actuales reportan
resultados sobre redes de condiciones
sustancialmente mejores pertenecientes a los
principales paises.

- Desarrollo de librerias de codigo tanto para
dar soporte a los experimentos, documentar
ejemplos, y desarrollar los objetivos de las fases
posteriores [31]. Se pretende implementar
implementaran programas para facilitar la
migracion a  SPDY, como  servicios
intermediarios  (proxy) y validadores de
conformidad con las  especificaciones
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propuestas, como también una guia de
recomendaciones a tener en cuenta para estudiar
e implementar estos cambios.

Resultados y Objetivos

Se consiguid desarrollar un muxer/demuxer de
frames SPDY (version 2 y 3) con ejemplos
basicos en sockets TCP y TLS sobre TCP en el
lenguaje Python, con el fin inicial de
comprender mejor lo estudiado, mas alla de
perseguir los objetivos mencionados
anteriormente [31].

Basado en los resultados de las etapas iniciales,
se propondran ajustes sobre los protocolos
estudiados y se realizardn pruebas de campo
(redes locales e Internet), a nivel local y
regional.  Ademds, se  propondrin e
implementaran mecanismos migraciéon a SPDY
y/o HTTP/2.0

Algunos resultados iniciales sugieren que que
SPDY permite disminuir en tiempo de carga
total de una pagina entre un 39%-55%
accediendo por un canal cifrado y entre un
27%-60% por un canal no cifrado [30].

Sin embargo, aun no estd claro como los
diversos factores (de la red y de las paginas)
inciden en esta mejora. Se espera poder definir
un modelo que permita predecir la reduccion del
tiempo de carga de acuerdo a ciertas
caracteristicas de las paginas, lo que permitiria
establecer recomendaciones que apunten a
mejorar la performance (como las hay para
disefio y posicionamiento, por ejemplo).

Formacion de Recursos Humanos

El presente trabajo corresponde a una beca de
investigacion del primer autor, quien — ademas —
se encuentra finalizando su maestria en Redes
de Datos de la Facultad de Informatica de la
UNLP.

Complementariamente, se prevé incorporar al
menos un pasante alumno al proyecto durante el
afio en curso y realizar un trabajo final de
licenciatura en el area.
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Resumen

Las redes de malla inaldmbricas son un dominio
rdpidamente creciente y esto trae muchos
desafios. En particular, un desafio dificil e
inmediato es el enrutamiento efectivo debido a la
volatilidad tipica de trifico en topologias
complejas. Trabajos recientes han demostrado que
el trafico inaldmbrico es muy variable y dificil de
caracterizar. Comprender el impacto de la
incertidumbre de la demanda en el ruteo y el
disefio de algoritmos de enrutamiento para
proporcionar robustez es relativamente un
problema de investigacion sin explotar. Sin
embargo, tiene un gran impacto en el rendimiento
de una red y serd esencial para su desarrollo en los
proximos afios. El algoritmo de ruteo usado
siempre deberia asegurar que la informacién tome
el camino mds apropiado de acuerdo a una
métrica. Por lo tanto, tomamos esto como nuestro
objetivo principal de investigacién: Caracterizar y
resolver el problema de enrutamiento en redes de
malla inaldmbricas robustas.

Palabras Claves: Redes Malladas Inalambricas,
Redes Mesh, Protocolos.

Contexto

Esta linea de I+D se esta llevando a cabo a
través del proyecto del Departamento de
Investigacién Institucional, Facultad de Quimica e
Ingenieria, Universidad Catdlica Argentina.

El Proyecto involucrado es:

— Optimizacién de Redes Inaldmbricas de uso
Comunitario (2011 —2014)

Ademds, los integrantes de esta linea, trabajan
en conjunto con otros grupos:

— Asociacién Civil Nodo TAU.

— Proyecto TRICALCAR (Tejiendo redes
inaldmbricas en América Latina y Caribe -
www.wilac.net/tricalcar.

Introduccion

Las redes malladas inaldmbricas (Wireless Mesh
Networks) han tenido un gran éxito en la historia
de las ciencias de la computaciéon y de la
ingenierfa. Sus aplicaciones son numerosas en el
dominio industrial, militar y comercial. Son en
particular un dominio rdpidamente creciente y
esto trae muchos desafios. En particular, un
desafio dificil e inmediato es el enrutamiento
efectivo debido a la volatilidad tipica de tréfico en
topologias complejas. Muchos estudios han
intentado resolver el problema de enrutamiento
mediante métodos heuristicos, pero este enfoque
no proporciona los limites de cuén bien se asignan
los recursos. Sin embargo, este tipo de
investigacién generalmente asume que el trafico
de demandas de la red es estitico y conocido de
antemano. Como resultado, estos algoritmos
tienden a sufrir un desempefio pobre. De hecho,
trabajos recientes han demostrado que el trafico
inaldmbrico es muy variable y dificil de
caracterizar. Comprender el impacto de la
incertidumbre de la demanda en el ruteo y el
disefio de algoritmos de enrutamiento para
proporcionar robustez, es relativamente un
problema de investigacidén atin incipiente.

Las redes Mesh abiertas son redes ad-hoc
descentralizadas que no se basan en
infraestructuras previas, como routers o puntos de
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acceso. En su lugar, cada nodo participa en el
enrutado, siendo él mismo un router y enviando
datos de otros, y de ese modo la determinacién de
las rutas se hace dindmicamente, basdndose en la
conectividad que va surgiendo. Para ello,
necesitan de protocolos que viabilicen ese
comportamiento.

Es de suma importancia el andlisis de la
performance de diferentes protocolos de
comunicacién que deben interactuar con diversos
dispositivos que hacen al enlace de los nodos de la
red a los fines de establecer la integracién
tecnoldgica disponible. No menos importante es la
determinacion de la relacién costo / beneficio de
una determinada implementacion. El
conocimiento en tiempo real de la configuracién
topoldgica de la red, mediante el uso de distintas
herramientas de hardware y software, nos permite
el monitoreo del comportamiento y sus alcances.
Todo ello posibilita optimizar la red para que
brinde un mejor servicio. En general, la
optimizacién se basa en lograr el mejor camino
para enrutar los paquetes de datos, sin demoras o
con una demora minima en funcién de lograr un
mejor aprovechamiento de los recursos utilizados.

Una Red Mallada Inalambrica (Mesh) es una red
compuesta por nodos organizados en una
topologia de malla. Son redes en las cuales la
informacién es pasada entre nodos en una forma
de todos contra todos y en una jerarquia plana, en
contraste a las redes centralizadas. Toda variacion
no prevista en el disefio, puede cambiar su
topologia, afectar a la distribucion de carga de la
red y al rendimiento general [1].

Las ventajas que presenta frente a otras redes
son el bajo costo al utilizar enlaces inaldmbricos,
la facilidad de aumentar el 4rea de cobertura
incluyendo nuevos nodos, la robustez que
presenta ante fallos al disponer de rutas
alternativas y la capacidad de transmision que
permiten aplicaciones a los usuarios en tiempo
real de voz, video y datos. A la hora de
incrementar el nimero de nodos, no es necesario
cambiar infraestructuras como en el caso de las
redes cableadas, se puede incluir un nuevo nodo
en cualquier momento y lugar. Como
consecuencia el costo de este tipo de redes
inaldmbricas es mucho menor que en las redes
cableadas, ya que no hay que invertir en
materiales de cableado y en estudios enfocados a
la unién més éptima de los nodos.
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En una red mallada la informacién atraviesa
multiples saltos y no hay necesidad de una unidad
centralizada que controle el modo de transmision.
La comunicacién se realiza entre los nodos
directamente. Cada nodo puede ser origen Yy
destino de los datos o encaminar la informacién
de otros nodos. Las redes malladas inaldmbricas
son robustas al tener varios caminos disponibles
entre el nodo origen y el destino, de modo que el
servicio no se ve afectado por la caida de un nodo
o por la ruptura de un enlace. El algoritmo de
ruteo usado siempre deberia asegurar que la
informacién tome el camino mds apropiado de
acuerdo a una métrica. Una métrica es el valor por
el cual los protocolos determinan cudl ruta tomar
o con cudl nodo comunicarse.

Con respecto al hardware para redes malladas,
practicamente cualquier nodo inaldmbrico puede
convertirse en un nodo Mesh simplemente
mediante modificaciones de software.

Una de las debilidades y limitaciones de las
redes Mesh es la latencia (el retardo de
propagacién de los paquetes), que crece con el
nimero de saltos. Los efectos del retardo son
dependientes de la aplicacién. Por ejemplo los
correos electrénicos no son afectados por grandes
latencias, mientras que los servicios de voz son
muy sensibles a los retardos.

Protocolos de Encaminamiento

La principal funcién de los protocolos de
encaminamiento es seleccionar el camino entre el
nodo fuente y destino de una manera rdpida y
fiable. Las redes malladas inaldmbricas pueden
utilizar los protocolos de encaminamiento de otras
redes ya existentes, pero modificdndolos para que
funcionen correctamente con ellas. Si se elige esta
opcién, el protocolo de encaminamiento
modificado debe asegurar las principales
caracteristicas que son el nimero de saltos, el
rendimiento, la tolerancia a fallos, el equilibrado
de carga, la escalabilidad y el soporte adaptativo.

Podemos  clasificar los  protocolos de
encaminamiento en base al alcance de las
transmisiones, al modo que descubren las rutas y
en base al algoritmo que implementan.

En base al alcance de las transmisiones, se
clasifican en unicast y multicast. Los protocolos
unicast transmiten los paquetes de datos uno a
uno. El envio de datos se realiza desde un tnico
emisor a un Unico receptor, mientras que en los
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multicast el método de transmisiéon es de uno-a-
muchos, es decir, se envian los paquetes de datos
a mdltiples destinos simultineamente. Un caso
especial es la transmisién broadcast, donde se
envia la informacidn a todos los nodos de la red.

Basandose en el modo que descubren las rutas,
hay dos grandes grupos: los que se basan en la
topologia de la red o los que se basan en la
posicién de los nodos. A su vez, los protocolos
que se basan en la topologia se subdividen en
reactivos y proactivos. Los protocolos proactivos
tienen un conocimiento exhaustivo del estado de
la red, de modo que cuando se necesita una ruta,
ésta ya es conocida y estd lista para usarse de
manera inmediata. En escenarios cambiantes no es
muy aconsejable, porque se precisa que las tablas
de encaminamiento estén actualizadas mediante el
envio continuo de mensajes. Esto provoca una
sobrecarga de mensajes de control en la red. Los
protocolos reactivos sélo obtienen informacién de
encaminamiento cuando es necesario. En
consecuencia la sobrecarga de la red es menor que
en los protocolos proactivos, mientras que el
tiempo en establecer la comunicacién aumenta.

También existen protocolos que combinan los
anteriores y son los que se denominan protocolos
de encaminamiento hibridos. Aprovechan las
ventajas de cada uno de los protocolos: utiliza el
encaminamiento proactivo cuando los nodos estdn
cerca y utiliza el encaminamiento reactivo cuando
los nodos estdn lejos. También se utiliza el
encaminamiento reactivo cuando los caminos son
utilizados en pocas ocasiones.

Por tltimo, se pueden clasificar a los protocolos
de encaminamiento en base al algoritmo que
implementan, que puede ser estado del enlace o
vector de distancias. En los protocolos de estado
de enlace todos los nodos tienen una tabla con el
mapa de red completo. En esta tabla se define el
enlace y la distancia para llegar de un nodo a otro
y cada nodo envia cada cierto tiempo la
informacién de cémo llegar a sus vecinos. En los
protocolos de vector de distancia cada nodo
conoce los vecinos conectados a él y los costos de
dichos enlaces. Cada cierto tiempo el nodo
transmite su tabla de encaminamiento a sus
vecinos y éstos recalculan su tabla de
encaminamiento si existe nueva informacion. Los
nodos no conocen toda la topologia de la red.
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Lineas de investigacion y desarrollo

El objetivo general del proyecto es caracterizar
y resolver el problema de enrutamiento en redes
de malla inaldmbricas robustas de manera de
optimizar el protocolo BATMAN para su uso en
redes mesh inaldmbricas comunitarias con uso de
VolIP.

Los principales objetivos especificos del
presente proyecto son:

— Evaluar los diferentes protocolos
utilizados en una red Mesh aptos para
servicios de VoIP en una comunidad
abierta, tomando como referencia el
protocolo BATMAN (Better Approach To
Mobile Adhoc Networking)

— Analizar y proponer diferentes maneras de
optimizar el protocolo BATMAN.

— Proponer topologias 'y  pardmetros
concretos a analizar para evaluar la
optimizacién lograda.

— Determinar topologias y/o métodos de
acceso alternativos para los casos en que
la optimizacién obtenida no dé los
resultados deseados o no pueda aplicarse
por condiciones particulares de la
implementacién.

— Disenar e implementar una base de datos
propia de pardmetros que permitan
determinar la eficiencia de los protocolos
afectados a estas aplicaciones.

— Establecer el impacto medioambiental por
el uso de estas redes.

— Fomentar y facilitar la participacion de
alumnos de la Carrera de Licenciatura en
Sistemas y Computacidn.

— Realizar transferencia tecnoldgica a una
comunidad especifica para la
implementacién de su propia red de
conectividad y telefonia.

— Publicar y divulgar los resultados en
revistas especializadas, congresos y
exposiciones

Para alcanzar estos objetivos se han planteado
distintas tareas:

— Actualizacién del conocimiento y estado del
arte de redes inaldmbricas de tipo comunitario
con y sin VoIP y los protocolos utilizados.
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— Relevamiento de implementaciones de redes
inaldmbricas y andlisis de los resultados
obtenidos en cada caso.

— Eleccién de la topologia adecuada y montaje
de la red experimental que servird de base
para las investigaciones

— Propuesta de los métodos a utilizar y los
pardmetros que se evaluardn en la red
experimental. Disefio e implementaciéon de
una base de datos propia con estos
pardmetros.

— Andlisis de trafico y prestaciones de la red
experimental 'y comparacién con los
relevamientos efectuados.

— Disefio de las mejoras e implementacién de un
prototipo mejorado de protocolo a partir de las
conclusiones efectuadas.

— Propuesta de topologias y/o métodos de
acceso alternativos para los casos en que la
optimizacién obtenida no dé los resultados
deseados o no pueda aplicarse por
condiciones particulares de la
implementacion.

— Anidlisis del impacto medioambiental,
mediante la implementacion de instrumental
adecuado y el disefio e implementacién de una
base de datos propia para almacenar estas
mediciones. Estudio de las consecuencias,
contribuciones 'y aplicaciones de los
resultados de dicho andlisis.

— Evaluacion de los resultados.

— Publicacion de resultados. Se realizard la
publicacién de resultados parciales durante el
proyecto 'y de resultados finales al
completarse el mismo

Resultados Obtenidos / Esperados

Entre los resultados obtenidos en esta linea de
investigacion se encuentran:

— Se analizaron principalmente propuestas
cientificas relacionadas a optimizacién y
prueba de protocolos.
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— Se efectué un relevamiento por internet de
distintas  instalaciones de redes mesh
existentes en distintos paises entre ellas: Guifi
Net, Village Telco, Freifunk.net, CUWIN,
The Dharamsala Community Wireless Mesh
Network, BuenosAiresLibre, Lugro-mesh,
Wireless Ghana, RedLibre, ZittNet, EHAS y
WirelessAfrica Group.

— Se analizaron tedricamente  distintos
protocolos comparando sus prestaciones y
ventajas y en funcién de esto y del
relevamiento de redes existentes en
funcionamiento se seleccionaron Batman vy
OLSR para las pruebas.

— Se mont6 una red experimental distribuida en
tres edificios del campus de la Universidad a
los efectos de tener un campo de pruebas més
parecido a la realidad de las redes mesh. En el
montaje de esta red se utilizaron equipos de
las marcas Linksys (WRT54GL), Ubiquiti
(Nonostation 2, Nanostation Loco M2), TP-
Link (TL-WR743ND, TLWR842ND). Como
firmware se utilizaron distintas versiones de
OpenWRT.

— Actualmente se estd analizando el desempefio
de la red mesh utilizando protocolo OLSR.
Para complementar las pruebas se montaron
sobre la red mesh, una central telefénica 1P
Elastix y con 5 teléfonos internos, tres
internos utilizando un ATA (Linksys phone
adapter PAP2-NA) y dos por medio de
software cliente de centrales IP, también se
monto una cdmara IP sobre uno de los nodos
m4s alejados.

Las principales ventajas de las redes malladas
son el bajo costo ya que se pueden implementar
en midltiples dispositivos que estdn al alcance de
todos. Ademds existen diversos fabricantes que
ofrecen soluciones viables para la implementacién
de este tipo de redes. Otro punto a favor es que las
redes malladas inaldmbricas son compatibles con
las redes existentes. Se analizaron distintos
protocolos y se presentaron brevemente sus
descripciones para luego compararlos de acuerdo
al Tipo de Protocolo, Alcance de trasmisiones,
Métrica de ruteo, y si es de Uso Libre o es
Propietario. Para elegir el mejor protocolo de
encaminamiento hay que estudiar las necesidades
de la red y sopesar si se necesita un protocolo que
sea rapido en las comunicaciones aunque la
transmisién de mensajes de control sea excesiva, o
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si por el contrario se prefiere una comunicacién
mas lenta pero que no sobrecargue la red con
mensajes de control. El dinamismo de la red es
critico para la toma de la decision, ya que en una
red muy dindmica los protocolos proactivos
pierden atractivo porque las rutas que descubren
estdn desactualizadas para cuando van a usarse.

Formacion de Recursos Humanos

El equipo de trabajo estd integrado por el
Magister Eduardo Rodriguez, la Dra. Claudia y
los Licenciados Luciana Burzacca y Mauro
Pettinari, investigadores de la Universidad
Catdlica Argentina.

Ademds, para la etapa de implementacién y
pruebas colabor6 también el Licenciado en
Sistemas y Computacion Santiago Costa.
Asimismo, se mantiene abierta la propuesta de
tesis de grado y de posgrado, como asi la
realizacién de pasantias en el tema.
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Resumen

El proyecto consiste en el disefio y validacion del
comportamiento de una red de sensores inaldmbricos en la
adquisicion de parametros ambientales de parcelas
agricolas, con acceso de forma nativa a Internet,
denominada SIP1AG.

Se trata de la continuacion de Red SIPIA, actualmente
implementada en una parcela agricola de prueba. La red
SIPIA esta basada en la norma IEEE 802.15.4, aplicada al
entorno agropecuario en el ambito de agricultura de
precision, con participacion de ingenieros e investigadores
agronomos. Gracias a los desarrollos que se han
producido en las redes de sensores inalambricos en los
altimos afios, especialmente la miniaturizacion de los
dispositivos, han surgido nuevas tendencias en el sector
agricola como la Ilamada agricultura de precision. Esta
disciplina cubre maltiples préacticas relativas a la maltiple
toma de datos para aplicar en la gestion y toma de
decisiones de cultivos y animales. Por medio de sensores
estratégicamente situados, se realizar4 un monitoreo de la
temperatura y/o la humedad relativa, con el fin de proveer
de gran cantidad de datos confiables para la investigacion
agrondmica.

La diferencia principal de la Red SIPI1A6 es que sus nodos
WSN seran visibles desde Internet y accesibles mediante
protocolos y procedimientos estandares. El proyecto
permitird, por lo tanto, extender la visibilidad de una red
de sensores agricola y por lo tanto convertir a SIPIAG en
una aplicacion de Internet de las Cosas

Palabras Clave

Redes de Sensores, IEEE 802.15.4, Agricultura de
Precision, Internet de las Cosas, 6lowPAN, , Data Logger,
Sensado remoto, Microclima

Contexto

El proyecto se enmarca en el convenio de cooperacion
cientifica/tecnologica entre la Facultad de Ciencias
Agrarias de la UNCuyo y la Facultad Regional Mendoza
de la Universidad Tecnol6gica Nacional, con
financiamiento de ambas instituciones y es llevado
adelante por personal del GRIDTICS y la Céatedra de
Fisiologia Vegetal.

En la FRM se inserta en el proyecto PID 25/J071
“LIVRES: Anadlisis y evaluacion de caracteristicas
relevantes de las redes de sensores inalambricos aplicadas
al manejo y sensado en agricultura de precision” y el
proyecto PICT2010-22 “RED SIPIA - Red de Sensores
inalambricos para investigacion Agronomica”.

En la FCA se inserta en los siguientes proyectos:

-2010 - proyecto ‘“Mecanismo de resistencia a
temperaturas subcero en tejidos lefiosos de Vitis vinifera
cv Malbec. Doctorando: Ing. Agr. Gonzélez Antivilo.

Introduccion

Gracias a los avances y reduccion de costos en
dispositivos electrénicos y de comunicacion inalambrica,
es posible construir dispositivos sensores multifuncionales
y multipropésito de bajo costo que operan con poca
energia, de un tamafio pequefio, y de una capacidad de
comunicacién a corta distancia. Estos dispositivos se
denominan motes [1], y constan de una unidad de
procesamiento con un poder de cOmputo minimo,
memoria, una unidad de comunicacién inaldmbrica y uno
0 varios dispositivos de sensado que capturan parametros
como temperatura, aceleraciéon, humedad, etc. Un
conjunto de motes comunicados entre si es lo que
conocemos como una red de sensores inaldmbrica
(Wireless Sensor Network o WSN) [2] .

Una red de sensores esta compuesta por varios motes que
se encuentran esparcidos en un area determinada. La
distribucién de los mismos puede ser aleatoria o planeada,
lo cual permite su uso en practicamente en cualquier
ambiente fisico. Esta caracteristica es provista por un
conjunto de protocolos y algoritmos para redes de
sensores. Otro de los beneficios que caracteriza a una red
de sensores es que sus nodos pueden trabajar de modo
cooperativo, aumentando sus posibilidades de aplicacion.
Ademas, gracias a la capacidad de cOmputo de los
mismos, mas alld que sea minima, éstos pueden
parcialmente, procesar los datos capturados antes de
comunicarlos a la red.

La agricultura de precision consiste en el uso de sistemas
de informacion basados en diversas tecnologias aplicadas
al ambito de la produccion agraria. Algunas de las
tecnologias aplicables serian; Redes de Sensores
Inaldmbricos (WSN), Sistemas de Posicionamiento
Global (GPS), evaluacion de espectroscopia en el
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infrarrojo  cercano (NIR), Sistemas de Informacion
Geografico (SIG). Sistemas que proporcionan medios de
observacién, evaluacion y control de las practicas
agricolas.

La busqueda de modelos de cultivos, tanto protegidos (en
invernaderos) como en campo abierto, ha sido
tradicionalmente un reto puesto que la recoleccion de
informacién de las diversas variables involucradas es un
proceso complejo. Con el advenimiento de las redes de
sensores la recoleccion de informacion puede precisarse
arbitrariamente tanto en el tiempo como en el espacio.
Tradicionalmente estos modelos se han establecido de
forma empirica, basados en la experiencia, observacion
visual e intuicion de los agricultores [3], lo que
usualmente implica que los modelos estan lejos de ser
optimos, siendo una de las limitantes mas importantes la
escasa resolucion espacial alcanzada. Las redes de
sensores permiten recopilar informacion con nuevos
niveles de resolucion espacial y temporal que brinda el
soporte para la elaboracién de nuevos modelos o el
perfeccionamiento de los existentes.

Ya en el afio 2004 Beckwith et. al. [4] establecieron
ventajas de utilizar redes de sensores, contra sensores
aislados o recolectores de datos (data loggers) en
aplicaciones agrondmicas, particularmente en el caso de
vifiedos. Aln en pequefias extensiones menores a una
hectérea las redes requieren menos tiempo de instalacion
y de recoleccion de datos, y son ademas mas faciles de
mantener. Estas proveen ademas capacidad de reaccionar
en tiempo real, de acuerdo a los datos recolectados, ya sea
disparando alarmas sobre situaciones que deben ser
atendidas manualmente, o activando dispositivos que
puedan compensar eventos no deseados, por medio de
mecanismos de irrigacion, sistemas de ventilacion,
iluminacién, etc. Un afio antes la Universidad de Carnegie
Mellon desarrollé una red de sensores para facilitar las
operaciones en un vivero [5], midiendo temperatura y
humedad relativa del aire y del suelo y luz, activando
actuadores dependiendo de los datos medidos para alterar
la circulacion de aire, la luminosidad y la temperatura.

En [6] se presenta un panorama de la tecnologia de redes
inaldmbricas de sensores, aptas para ser aplicadas en
aplicaciones agricolas y de la industria alimentaria. Se
presentan comparaciones entre estandares inaldmbricos de
transmision (WiFi, Bluetooth y ZigBee). También se
mencionan los estandares para transductores inteligentes
(IEEE1451) y su enlace (IEEE1451.5). En el mencionado
documento se clasifican las aplicaciones de redes de
sensores en agricultura y la industria alimentaria en 5
grupos, incluyendo el que nos involucra, agricultura de
precision.

La vision detras de la Internet de las Cosas [7] es que los
dispositivos embebidos, también llamados “‘smart
objetcs”, estan cada vez mas universalmente conectados a
Internet y que son una parte integral de la misma.

La Internet de las cosas, a veces denominada “internet
embebida orillera”, es un cambio mayusculo y el mayor
desafio a la Internet actual. La misma esta “hecha” con
dispositivos embebidos conectados a Internet, lo que
incluye sensores, maquinas, lectores de RFID vy
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equipamiento de automatizacion de edificios, solo para
nombrar unas pocas aplicaciones. El exacto tamafio de la
Internet de las cosas es dificil de estimar pero se asume
que pronto su tamafo excedera en de la Internet actual.

El Wireless Embedded Internet es un subconjunto de la
Internet de las cosas y son aquellos dispositivos
embebidos de recursos limitados, a menudo operados por
baterias y conectados a Internet a través de redes
inalambricas de baja potencia y bajo ancho de banda.
6LowPAN [8] fue desarrollado para hacer posible
Wireless Embedded Internet  simplificando  las
funcionalidades de protocolo de internet IPv6, definiendo
un encabezamiento muy compacto y tomando en cuenta la
naturaleza de las redes inaldmbricas

El estandar IEEE 802.15.4

El estdndar IEEE 802.15.4 [9] define las caracteristicas de
la capa fisica y de la capa de control de acceso al medio
(MAC) para redes inalambricas de area personales
(WPAN, Wireless Personal Area Networks) de baja tasa
de transmision. Este estandar no establece un nivel de red
pero si plantea parametros para su implementacién. Las
ventajas de utilizar el estandar IEEE 802.15.4 es que
permite la utilizacién de dispositivos de facil instalacién
que proveen transmisiones confiables a distancias cortas a
un precio muy bajo. Por otro lado, el estdndar IEEE
802.15.4 permite proporcionar un tiempo de vida
razonable al utilizar fuentes de energia limitada (e.j.
baterias alcalinas) y al mismo tiempo proporciona una
pila de protocolos simple. Las caracteristicas generales,
presentadas son: tasas de transferencias de 250Kb/S,
40Kb/S y 20Kb/S, manejo de redes en estrella y malla
(peer-to-peer), direccionamiento corto con 16 bits vy
extendido con 64 bits, garantia del manejo de las ranuras
de tiempo, deteccion de los niveles de energia recibidos,
indicadores de calidad en el enlace asi como de
conmutacion de canales para recibir paquetes, acceso al
canal por CSMA/CA. El estandar de comunicaciones
IEEE 802.15.4 ofrece dos tipos de dispositivos que
participan en la red, estos son: FFD (Full Function
Device), dispositivo con todas las funciones y RFD
(Reduced Function Device) dispositivo con funciones
reducidas. Dependiendo de la aplicacion el estandar
permite operar en una de dos topologias: la estrella (Star)
0 punto a punto (peer-to-peer).

El estandar 6LowPAN

6LoWPAN es un acronimo de “IPv6 sobre redes area
personal inaldmbricas y baja potencia" [8] y también
6LoWPAN es el nombre de un grupo de trabajo en el area
de Internet del IETF.

El concepto 6LOWPAN fue originado por la idea de que
"el Protocolo de Internet puede y debe ser aplicada
incluso a los mas pequefios dispositivos”, [10] y que los
dispositivos de baja potencia con capacidades de
procesamiento limitadas deben ser capaces de participar
en el Internet de las Cosas.

El objetivo inicial [11] fue definir una capa de adaptacion
para hacer frente a las exigencias impuestas por IPv6,
tales como el aumento del tamafio de la direccién y la
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MTU byte de 1280. Se han definido mecanismos de
encapsulacién y compresion de cabecera que permiten a
los paquetes IPV6 ser enviados y recibidos en redes
basadas en de IEEE 802.15.4 con MTU més pequefias. La
compresién produce cabeceras veces tan pequefias de
como s6lo 4 bytes, mientras que al mismo tiempo permite
el uso de diferentes tipos de redes de malla y gestiona la
fragmentacién y reensamblaje donde sea necesario [12].

El objetivo de la creacion de redes IP para la
comunicacion de radio de baja potencia son las
aplicaciones que requieren conectividad inalambrica a
Internet a velocidades de datos bajas en dispositivos con
muy limitadas cualidades. Los ejemplos podrian incluir,
pero no estan limitados a: aplicaciones de automatizacion
y entretenimiento en entornos del hogar, la oficina y la
fabrica. También a la adquisicion de datos en ambientes
agricolas o naturales.

Lineas de investigacion y desarrollo

El grupo de Redes de Sensores Inaldmbricos,
perteneciente al grupo UTN GridTICS, se forma por
iniciativa de algunos de sus miembros en el afio 2008 y
comienza con el estudio de la tecnologia para la
capacitacion y luego la adquisicion de elementos y
dispositivos para la conformacion del laboratorio de
WSN. El grupo ha realizado publicaciones [13],
presentacion en congresos [14,15,16,17], cursos de grado
y posgrado y asistencia a tesinas de grado [18,19] y tesis
de posgrado en curso.

El grupo de tecnologia IPv6, perteneciente al grupo UTN
GridTICS, se constituye en 2005 y ha tenido una vasta
actividad y experiencia y es reconocido como uno de los
grupos pioneros en IPv6 de la regiéon. El grupo ha
realizado publicaciones [20], presentacion en congresos
[21,22,23], cursos de grado y posgrado y asistencia a
tesinas de grado [24] y tesis de posgrado. Ademas de
participar activamente en las iniciativas de ISOC y de
LANIC para la promocion y difusion de IPv6 [25,26,27],
siendo también socio activo de la IPv6 Task Force
Argentina [28].

La catedra de Fisiologia de la UNC posee una amplia
trayectoria en la investigacion de respuestas fisiologicas y
ecofisilogica de cultivos de gran importancia econdmica
para la regién, como son, la vid, ajo y la cebolla. La
catedra y sus integrantes han contribuido al conocimiento
de respuestas fisioldgicas relacionadas a la calidad de los
frutos de vid dependiendo de condiciones ambientales y
culturales, y la participacion de sus fotoasimilados. Los
integrantes del grupo de trabajo acreditan presentaciones
y asistencia a congresos [29, 30, 31, 32, 33], y
participacion en estudios de posgrado [34, 35, 36] y
publicaciones [37, 38,39, 40, 41, 42] .

Objetivos y Resultados

Objetivo principal

Disefiar y validar el comportamiento de una red de
sensores inalambricos en la adquisicion de pardmetros
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ambientales de parcelas agricolas, con acceso de forma
nativa a Internet.

Objetivo secundario

Adaptar la red de sensores inalambricos SIPIA para
convertirla en una aplicacion de Internet de las Cosas

Para establecer los requerimientos para la aplicacién de
redes de sensores inaldmbricos en investigacion agricola:

- Se plantearon escenarios tipicos de uso de sensores
inaldmbricos.

- Se plantearon escenarios de condiciones ambientales a
las cuales estardn sometidos los sensores. Se
experimentaran las diferentes condiciones de temperatura,
humedad, radiacion, e incluso condiciones de pH (si
estuviese dentro del vegetal) a los cuales podrian estar
sometidos los cultivos.

- Se determinaron los requerimientos fisicos y mecanicos
de los sensores. En base a los escenarios planteados
anteriormente determinar los requerimientos fisicos para
el correcto funcionamiento. Esto incluye aspectos de
proteccion fisica contra factores como radiacion,
humedad, fauna, aunque también aspectos de féacil
obtencidn de datos y uso del instrumental.

- Se determinaron los requerimientos del software para la
recoleccién de datos. En base a la experiencia con
software de adquisicion de datos de sensores se analizaran
los requerimientos para la obtencidn de un software de
facil uso, con funciones de analisis numérico y gréfico.

- Se realizaron la especificacion de la red. Para lo cual es
necesario especificar con el maximo detalle la red de
sensores prototipo que se utilizara.

Para transformar la red Sipia en una aplicacion de Internet
de las Cosas:

- Se debe definir la tecnologia de conectividad a Internet
apropiada para lared SIPIA

- Se debe definir el tipo de dispositivo que proporcionara
la interfaz entre la WSN y Internet. En primera instancia
se propone el uso de un edge router desarrollado sobre
una plataforma diferente que haga de pasarela entre la red
y la Internet

- Se debe definir la forma en que los datos producidos por
los sensores seran visualizados desde Internet.
Determinado los protocolos més adecuados para la
aplicacion de toma de datos de parcelas agricolas.

Avances y resultados preliminares

Se desarroll6 un prototipo de red basado en la norma
IEEE 802.15.4 [9] para las capas fisica y enlace. Se
prefiere el desarrollo propio para las capas superiores,
tomando como prioridad optimizar la red para bajo
consumo energético. El objetivo es por lo tanto disminuir
el mantenimiento del sistema. Se disefio e implemento un
sistema de gestion que permite prever y determinar el
tiempo de agotamiento de baterias, para un mote en
particular. Para ello se usan como parametros el hardware
instalado, tipo de baterias y tipo de mote y el protocolo de
administracion de la energia utilizado.

Se disefi6 un sencillo algoritmo de enrutamiento de datos
especifico para dicho prototipo, buscando maximizar el
rendimiento energético del sistema, reduciendo el
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overhead. El método antedicho, permite minimizar el
procesamiento necesario por parte del mote y reducir el
consumo por la transmisién de paquetes pequefios.

Se implemento y ensay0 un protocolo de propagacion de
sincronismo, determinando la mejor relacion entre el bajo
consumo Yy el menor error admisible. Se opt6 por un
esquema centralizado, en el cual se resincroniza la red de
manera pasiva, habiendo determinado de manera
experimental la cantidad minima de tiempo necesaria
entre sincronizaciones sucesivas.

Se implement6 un software de gestion en linea. Para el
que se estudiaron casos de aplicacion y se realiz6 un
relevamiento de requerimientos para el desarrollo de la
interfaz humana y de caracter funcional. La version
preliminar prototipo del software para los ensayos en
campo tiene las siguientes caracteristicas:

- Backend desarrollado sobre servidor Debian/Linux, base
de datos relacional Mysgl y tecnologias Java en el
servidor web Apache Tomcat.

- Autenticacidn segura y conexion cifrada.

- Gestidn de la conexién TCP/IP con el Gateway

- Disefio y desarrollo de un protocolo de primitivas para la
comunicacion con el gateway.

Formacién de Recursos Humanos

Este proyecto de investigaciéon posibilita la colaboracion
inter-institucional y la ejecucion de proyectos conjunto
entre grupos 1+D de diferentes disciplinas y por lo tanto
formar recursos humanos para la proyeccién académica,
cientifica e industrial de los temas tratados.

En el proyecto participan dos doctorandos con becas
ANCYT, un doctorando con becas UTN, dos doctorandos
docentes UTN un investigador graduado con becas
BINID UTN vy seis becarios alumnos con beca UTN
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Resumen

Durante  bastante  tiempo la
preocupaciéon  fue proveer a la
Universidad Nacional de La Matanza de
conectividad IPv6, para lo cual el enfoque
estaba puesto netamente en cuestiones de
Hardware. Contando con dicha conexién,
luego el eje central se transformo en
implementar software que aprovechara
verdaderamente este protocolo, el cual
generalmente atiende cuestiones fisicas
(manejo de red, control de paquetes, etc.).
En esta linea de investigacion se pretende
desarrollar mediante frameworks
particulares, aplicaciones mas orientadas
a servicios, que aprovechen las
caracteristicas intrinsecas que brinda el
protocolo (por ejemplo: calidad de
servicio, posibilidad de multicasting, etc).

Palabras Clave: desarrollo nativo,
aplicaciones, IPV6, redes,

1. Contexto

En la Universidad Nacional de La
Matanza actualmente hay tres lineas de
I+D (Investigacion y Desarrollo) en esta
tematica, las dos primeras orientadas
netamente al area de redes y la tercera
més  orientada a  alto nivel,

correspondiente al &rea de Innovacion de
Software, cuyos objetivos son:

1. Proveer a mas sectores de la
universidad conectividad IPv6.

2. Coordinar a alumnos avanzados en la
Orientacion de Redes para colaborar
con el IRTF (Internet Research Tack
Force) [1] realizando pruebas para
futuros protocolos.

3. Formacién en desarrollo nativo para
IPv6 y construccion de soluciones de
software que permitan aprovechar las
caracteristicas del protocolo.

La tercera linea es la que lleva a
cabo el GIDFIS (Grupo de Investigacion,
Desarrollo y Formacion en Innovacion
del Software) con un proyecto que tiene
un tiempo previsto de dos afios (2013 -
2014) y cuenta con financiamiento
mediante el programa PROINCE
(PROgrama de INCEnNtivos).

2. Introduccién

En el 2007 el LACNIC (Latin
American and  Caribbean Internet
Addresses Registry) [2] mencionaba al
“2011 como el afo en el que se
recomienda a todos los proveedores de
Internet de la region a tener bloques de
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direcciones IPv6, ya en uso, para
servicios de produccion” [3].

Sin embargo en la actualidad adn
muchos usuarios Yy proveedores de
servicios trabajan bajo IPv4, otros estan
implementando mecanismos de
transicion: Doble Pila, Entubamiento
(Tunneling) 0 Traduccion de
Encabezados. Para poder trabajar
internamente con IPv4 y salir al exterior
con una IPv6.

Poco a poco IPv6 ira reemplazando
la conectividad del protocolo IPv4, la
dificultad béasica reside en poder
actualizar todo el hardware que sélo
puede funcionar con el protocolo anterior.
Esta actualizacion logicamente se va
produciendo en  forma  paulatina
(toméndose mayor tiempo que el
planificado, lo que provoca que ya haya
areas en las que se han agotado las
direcciones IPv4 asignadas [3]).

“Actualmente los sectores
cientificos y de educacion poseen redes
fisicas que los vinculan, la mayoria de
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ellas con caracteristicas avanzadas... e
IPv6 en forma nativa” [4]. En el mapa de
la figura 1 (publicado por el Internet
Society) puede observarse el cubrimiento
de redes, la mayoria de ellas con soporte a
IPv6 desde hace afios.

Cuando efectivamente IPv6 sea el
protocolo de uso tradicional, surgira el
siguiente interrogante: ;como desde las
aplicaciones se pueden aprovechar las
ventajas que este protocolo ofrece?. A
continuacién se enumeran las principales
ventajas de IPV6:

1. Mayor cantidad de direcciones: “El
protocolo IPv4, dispone solo de 32
bits de direcciones proporcionando un
espacio tedrico de 2%
(aproximadamente cuatro mil
millones) interfaces de red Unicas
globalmente direccionables. IPv6 en
cambio tiene direcciones de 128 bitszy
por tanto puede direccionar 2
interfaces de red
(340.282.366.920.938.463.463.374.60
7.431.768.211.456)." [5]

B nternet2 [ T
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Figura 1. Redes Académicas en el Mundo
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Multicast: IPv6 no emplea la técnica
de  difusion  (broadcast) para
comunicar con todos los nodos en un
segmento de red. Esa funcionalidad se
realiza empleando  multidifusion
(multicast) [6].

La multidifusion 1P, consiste en
enviar datagramas IP a un grupo de
receptores interesados, previa
suscripcion a un grupo multicast,
empleando una Unica trasmision (tal
como se ejemplifica en la figura
siguiente). Puede funcionar en
comunicaciones de los tipos uno-
varios o varios-varios.

Seguridad Incorporada: IPv6 incluye
de forma nativa IPSEC, que permite
la autenticacion, encriptacion 'y
compresion del trafico IP. Esto
permite utilizar seguridad sin tener
que configurar algo particular en cada
aplicacion[7].

Aplicaciones: IPv6 permite el uso de
jumbogramas, paquetes de datos de
mayor tamafio (hasta 64 bits). Para
dar mejor soporte a trafico en tiempo
real (ej. videoconferencia), IPv6
incluye etiquetado de flujos en sus
especificaciones. Con este mecanismo
los encaminadores o routers pueden
reconocer a qué flujo extremo a
extremo pertenecen los paquetes que
se transmiten.

Plug and Play: IPv6 incluye en su
estdndar el mecanismo “plug and
play”, lo cual facilita a los usuarios la
conexion de sus equipos a la red. La
configuracion se realiza
automaticamente. Esto permite que al
conectar una maquina a una red IPv6,
se le asigne automaticamente una (o
varias) direcciones IPv6.

Movilidad: IPv6 incluye mecanismos
de movilidad mas eficientes vy
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robustos lo cual beneficiara no sélo a
los usuarios de telefonia vy
dispositivos  moviles, sino  que
también permitira (por ejemplo) tener
buenas conexiones a internet durante
los vuelos de avion.

7. Extensibilidad: IPv6 ha sido disefiado
para ser extensible y ofrece soporte
optimizado para nuevas opciones y
agregados, permitiendo introducir
mejoras en el futuro.

8. VOIP: Dos de los problemas actuales

de los servicios de Voz sobre IP
(VoIP) son QoS y NAT (Network
Address Translation).

Las comunicaciones pueden resultar
en baja calidad de voz (QoS), y
presentar dificultad para atravesar
firewalls (NAT).

Al incorporar IPv6 una gran cantidad
de direcciones, no sera necesario
utilizar NAT, 'y sus nuevas
capacidades de Plug and Play,
seguridad, y QoS implicaran mejores
conexiones de voz.

LACNIC (Latin American and
Caribbean Internet Addresses Registry)
indica que “la adopcion temprana de IPv6
por la comunidad académica ha tenido
como fin, por un lado la experimentacion
e investigacion y por otro la formacién de
recursos humanos en el tema. A su vez,
algunas necesidades propias de este sector
se ven beneficiadas con caracteristicas
disponibles en este protocolo” [8]. Este
organismo sefiala algunos ejemplos a
nivel aplicacion:

e La necesidad de contar con
direcciones publicamente alcanzables,
que permitan la interaccidon entre
pares (en aplicaciones "peer to peer"
como videoconferencia, operacion
remota de instrumentos, grids, etc.)
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e Caracteristicas como  multicast,
necesario en aplicaciones como access
grid y otras que requieren optimizar el
uso del ancho de banda.

e Disponibilidad de IPSec como parte
del stack, lo que facilita el despliegue
de aplicaciones que requieren
seguridad de extremo a extremo,
como disponibilidad de recursos en
malla (grids).

e Las nuevas posibilidades que brindan
las caracteristicas de QoS
incorporadas al protocolo.

Las nuevas caracteristicas del
protocolo permiten generar aplicaciones
que puedan incorporarlas en forma nativa,
permitiendo una importante innovacion a
nivel de software.

3. Linea de Investigacion y
Desarrollo

A partir de la presente linea de
investigacion y desarrollo tiene las
siguientes tareas asociadas:

e Analisis exhaustivo de las
caracteristicas de IPv6

e Implementacién de Aplicaciones ya
existentes

e Aprendizaje de desarrollo en
framework para generar aplicaciones
nativas.

e Implementacion de  Aplicaciones
desarrolladas por el grupo de 1+D.

4. Resultados y Objetivos

Esta linea de investigacion ha
comenzado en el presente afio, con lo cual
los resultados son proyecciones esperadas
en base a los objetivos planteados. Tal
como se planteo en este articulo: Cuando
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efectivamente IPv6 sea el protocolo de
uso tradicional, surgira un siguiente
interrogante que es: ¢como desde las
aplicaciones se pueden aprovechar las
ventajas que este protocolo ofrece?

La importancia del proyecto reside
en el conocimiento que se profundizara
sobre IPv6 con un alto interés en la
transferencia del mismo tanto en el area
docente como con otros equipos externos
de investigacion. En particular para la
Universidad Nacional de La Matanza,
sera posible a través del presente proyecto
sentar bases de aplicaciones gratuitas para
ser utilizadas en IPv6. Se espera poder
transferir el conocimiento  tanto
internamente a docentes y alumnos; como
a pares fuera del ambito de la UNLaM.

5. Formacion de Recursos
Humanos

El grupo de investigacion se
encuentra conformado por 10 Docentes (4
de ellos graduados de la propia
universidad) y 2 Alumnos de la
Universidad que se  encuentran
formandose en actividades de I+ D. Se
prevé incorporar en el segundo afio mas
alumnos al proyecto.

Actualmente se cuenta con 2 tesis
una de grado y otra de postgrado en
elaboracién dentro de la temaética de la
presente linea.
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CONTEXTO
El presente trabajo se encuadra dentro
del aea de I/D Arquitectura, Redes y
Sistemas Operativos y se enmarca dentro del
proyecto de investigacion “Implantacion de
un ambiente de cloud computing para
integracion de recursos’, codigo 21E877.

RESUMEN

La caidad de servicio (QoS) se ha
convertido en un factor muy importante dentro
de los servicios convergentes actuales. De esta
manera es posible trabgar sobre una
plataforma de red cableada, inaldambrica o
movil, dandole soporte de funcionamiento
adecuado a servicios emergentes, como voz,
video o datos.

En este tipo de ambientes donde
convergen diferentes tipos de redes y de
aplicaciones es necesario que se establezcan
mecanismos que permitan proveer de niveles
de QoS adecuados para las aplicaciones que lo
necesiten.

Estos mecanismos de QoS se pueden
implementar mediante la inclusion de
extensiones de QoS a los protocol os existentes
0 mediante una gestion de tréfico que permita
priorizar el tréfico proveniente de aplicaciones
sensitivas.

El presente trabajo pretende evaluar €l
impacto de estas dos opciones en ambientes de
red cableadas e inaldmbricas donde coexisten
aplicaciones con y sin restricciones de QoS.

Palabras clave: QoS ancho de banda,
retardo, NS2, MANET

1. INTRODUCCION
Las actuales redes de telecomunicacion
Se caracterizan por un constante incremento
del nimero, complgidad y heterogeneidad de
los recursos que las componen.

El tréfico multimedia, como €l utilizado
en telefonia IP o videoconferencia, puede ser
extremadamente sensible a los retardos y
puede crear demandas de QoS Unicas sobre las
redes que los transportan.

Cuando los paguetes son entregados
usando el modelo de mejor esfuerzo, estos no
arriban en orden, en una manera oportuna. El
resultado son imagenes no claras, desiguales y
movimientos lentos, y & sonido no se lo
obtiene sincronizado con laimagen.

Los aspectos criticos que causan la
mayor parte de problemas en aplicaciones con
grandes restricciones de recursos son: falta de
ancho de banda, retardo extremo a extremo y
pérdida de paquetes.
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Con respecto a la falta de ancho de
banda, la mejor opcidn para contrarrestar este
problema, es clasificar € trafico dentro de
clases de QoS y priorizar tréfico de acuerdo a
laimportancia del mismo.

El retardo extremo a extremo, es el
tiempo tomado por un paguete en alcanzar €l
punto final de recepcion después de ser
transmitido desde un punto de envio. Una
forma de disminuir este retardo es dandole a
los paguetes pertenecientes a aplicaciones
sensitivas, cierta prioridad para que en €
camino extremo a extremo sean tratado de
manera mas &gil .

Por Ultimo, y en relacion a la perdida de
paquetes, |os pagquetes pueden ser descartados
cuando un enlace estd congestionado. Esta
problematica se puede paliar mediante un
esquema de scheduler de trafico que permita
proporcionar un mejor servicio a paguetes
pertenecientes a aplicaciones sensibles [1].

La QoS, es un término usado para definir
la capacidad de unared para proveer diferentes
niveles de servicio a los distintos tipos de
trafico. Permite que los administradores de una
red puedan asignarle a un determinado tréfico
prioridad sobre otro y, de esta forma,
garantizar que un minimo nivel de servicio le
sera provisto.

Debido a desarrollo de estos nuevos
tipos de aplicaciones (streaming, Voz sobre IP,
videoconferencia, etc.), la necesidad de
implementar técnicas de calidad de servicio se
ha vuelto méas evidente.

Aplicando técnicas de Caidad de
Servicio se puede proveer un Sservicio mas
acorde a tipo de trafico y de esta manera
permitir:

e Dar prioridad a ciertas aplicaciones de nivel
critico en lared.

e Maximizar el uso de lainfraestructura de la
red.
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e Proveer una meor performance a
aplicaciones sensitivas a delay como son
las de voz y video.

e Responder a cambios en los flujos del
tréfico dered.

Al aplicar técnicas de QoS, d
administrador de la red puede tener control
sobre los diferentes parametros que definen las
caracteristicas de un tréfico en particular
(retardo  extremo a extremo, latencia,
variaciones de latencia, perdida de paguetes,
ancho de banda).

El problema de la administracién de
QoS, esta préacticamente resuelto en redesfijas,
pero esto no sucede en redes inaldmbricas y
especificamente en redes MANET (Mobile
Ad-hoc NETwork) cuyas caracteristicas de las
hacen necesario un nuevo estudio para afrontar
este problema.

La topologia dindmica, la naturaeza
multihop y los escasos recursos de los nodos
hacen necesario que los mecanismos de
provision de QoS sean o més ligeros posibles,
en cuanto a carga de procesamiento, como de
recursos de red (ancho de banda), para evitar
que el throughput o capacidad disponible por
nodo se reduzca dréasticamente [2].

Detodo lo enunciado se puede llegar ala
conclusion que la dGnica manera de poder
lograr la coexistencia de aplicaciones con
diferentes niveles de requerimientos de
recursos es redizando una adecuada
administracion del trafico mediante la
priorizacion implicita o explicita de los
paguetes de datos.

Esta priorizacion permitira que ciertos
flujos de datos puedan ser tratados de forma
preferencia logrando maximizar el uso del
ancho de banda, minimizar €l retardo extremo
aextremo y minimizar la perdida de paguetes.

Esta priorizacion se logra mediante la
implementacién de mecanismos de QoS que
permita una gestion de los flujos de tréfico [3].
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2. LINEASDE INVESTIGACION vy
DESARROLLO
El  presente trabajo posee dos lineas de
investigacion.

La primera linea de investigacion, tiene
como objetivo principal e andisis del
comportamiento de las redes MANET frente a
necesidades de requerimiento de QoS. Para
ello, se propone trabajar en el mejoramiento de
las prestaciones de los protocolos de ruteo
reactivos (DSR y AODV) para MANET
mediante el uso del estdndar 802.11e.

La segunda linea de investigacion, tiene
como objetivo principal la administracion y
monitoreo de ancho de banda en redes
cableadas e inalambricas. Esto permitird
dividir y administrar e trafico de datos,
permitiendo la priorizaron del tréfico que
requiera niveles estrictos de recursos.

3. RESULTADOS
OBTENIDOS/ESPERADOS
De las dos lineas de investigacion
propuestas solo de la primera ya existen
resultados debido a que se estd trabagjando
desde 2009.

Con respecto a la segunda linea de
investigacion recién este afio se esta
empezando con las tareas de investigacion.

3.1- Resultados Obtenidos:

Parala primeralinea de investigacion, se
realizaron estudios comparativos de la
performance de los protocolos de ruteo para
MANET mas utilizados. Los protocolos
seleccionados fueron DSR y AODV.

Para las pruebas se utilizo el simulador
NS-2. Se trabajo con escenarios de trabajos
para simular € comportamiento de los
protocolos de ruteo reactivos mediante la
priorizacién basada en 802.11e.

Se trabajo con un campo de simulacion
de 500 X 500 metros, con 20, 30, 50 y 100
nodos durante un periodo de simulacion de
2000 seg. Se trabajo con dos modelos de
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movilidad: Random Waypoint Mobility Model
(RWPM), y Random Wak Mobility Model
(RWKM). Se andlizaron € retardo extremo a
extremo y la sobregarda de lared.

Para €l caso del andlisis del retardo
extremo a extremo, las figuras 1y 2 muestran
el comportamiento del protocolo AODV cony
sin QoS para los dos modelos de movilidad
propuestos en el escenario de 100 nodos.

. Random Walk - 100 podos

—Sin S =—CCon 2%

Figura 1: retardo extremo a extremo para RWPM

iz Random Waypoint - 100 nodos
-
l;

Sepundos

Nidmere de paguete

—in 0% =—Con OoS

Figura 2: retardo extremo a extremo para RWKM

Considerando e pardmetro de la
sobrecarga generada por e protocolo de ruteo,
los resultados se muestran en lasfiguras 3 y 4,
para el escenario de 100 nodos.
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Figura 1. Sobrecargacon RWKM
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Figura 4: Sobrecarga con RWPM

Paquetes fe ruteo

En lineas generaes se puede concluir
gue la implementacion del estandar 802.11e
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produce mejores resultados en las redes que lo
implementan.

Cualquiera sea € tipo de movilidad, y
la cantidad de nodos, €l retardo es siempre méas
bajo y mas estable cuando € trafico pertenece
a una red con 802.1le. Aun cuando la
granularidad es dta e retardo promedio en las
redes con QoS es menor a 1 segundo.

Siempre que la granularidad de la red
sea menor a 100 nodos, e retardo promedio
serd muy bgo, no importa qué tipo de
movimiento tienen los nodos.

En cuanto a la sobrecarga, e estandar
802.11e marca una gran diferencia en la
sobrecarga entre las redes que lo implementan
de aquellas que no lo hacen. Mientras que la
granularidad sea baa la sobrecarga se
mantiene estable y no acanza grandes valores
cuando se implementa el estéandar de QoS a
nivel de MAC.

Cuando la granularidad de la red es
baja, menor a 50 nodos, y se implementa QoS,
la sobrecarga de lared es estable y se mantiene
en bagjos niveles. A partir de los 50 nodos, y si
las aplicaciones son del tipo CBR, la
sobrecarga se vuelve inestable y dta.

Esto permite concluir que en el caso de
redes con ata granularidad, las aplicaciones
sensibles a ancho de banda se verén
seriamente afectadas, debido a que la
sobrecarga no solo es ata sino que ademas es
inestable.

Las redes con dta granularidad, sin
importar el tipo de movimiento que tengan los
nodos, no son aptas para aplicaciones sensibles
a ancho de banda, debido a que existe una
gran sobrecarga de ruteo, y esta es muy
inestable.

De lo anterior se ha podido concluir
gue los entornos moviles con alta granularidad
no son aptos para aplicaciones como video
llamadas, juegos en linea, streaming de video
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HD, etc, que son, como Se menciono,
sensibles a ancho de banda.

El estdndar 802.11e funciona bien
cuando la granularidad es baja, no mayor a 50
nodos y s6lo cuando las aplicaciones que
compiten por los recursos de la red no
requieren confirmacion de recepcion y reenvio
como lo son aquellas que funcionan bajo
protocolos como TCP.

3.2- Resultados Esperados:

Parala primera linea de investigacion, se
propone;

e Implementaciéon de QoS en niveles
superiores a de la capa MAC. Como por
giemplo en la capade red.

e Ampliar las simulaciones usando otros
protocol os reactivos como DSR.

e Probar la QoS cuando existen celdas con
distintos protocolos ruteo, 0 redes con
distintos requerimientos de seguridad.

e Estudio e implementacion de distintos
modelos de movilidad es un gran desafio
hoy en dia, debido a que se hace dificil
encontrar generadores de movimiento bajo
distintos model os de movilidad.

Para la segunda linea de investigacion,
se plantea trabajar en €l Laboratorio de redes
de la FCEFYN de la UNSJ, instalando
Mikrotik pararealizar administracion de ancho
de banda y la herramienta Mangle para la
priorizacién de trafico.

4, FORMACION DE RECURSOS
HUMANOS

Dentro de los temas involucrados en esta
linea de investigacion se estan desarrollando
actualmente dos tesis de maestria, una de las
cuales corresponde a la Maestria en Redes de
datos de la UNLP vy tres tesinas de grado de
licenciatura

También participan en € desarrollo de
las investigaciones tres alumnos avanzados de
lalicenciatura en calidad de becarios.
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Resumen

Los sistemas embebidos estdn presentes en la mayoria
de los dispositivos con los que interactuamos en la vida
cotidiana: desde teléfonos celulares, computadoras de
mano, electrodomésticos, juguetes, hasta aplicaciones
aeroespaciales, industriales, instrumental médico,
equipamiento del automovil, eftc.

Por la naturaleza de las aplicaciones y sus inherentes
ventajas, existe un creciente interés en utilizar redes
inalambricas (WLAN/WPAN) para la comunicacion en
redes de sistemas embebidos. En el marco de este
proyecto, 'y siguiendo la linea de trabajo de los
anteriores Proyectos de I+D (PID) homologados:
25/B021 y 25/B024, se propone modelar, ensayar,
simular y plantear esquemas en los niveles de Control de
Acceso al Medio (MAC) inaldmbrico y de enrutamiento,
para que en funcion de las condiciones particulares y
restricciones impuestas por el entorno de operacion
(restricciones temporales, calidad de servicio, robustez,
consumo, movilidad, distribucion geogrdfica, etc.) se
puedan  mejorar  determinados aspectos de su
desempeiio, tales como factor de utilizacion, retardo,
"jitter", pérdida de paquetes, tasa de transferencia, etc.
Se  propone  continuar  utilizando  simuladores
consolidados, como ns-2[1], y otras herramientas de
hardware y software que permitan modificar y/o
implementar algoritmos sobre sistemas embebidos con el
fin de realizar ensayos sobre los medios fisicos. Como
parte del trabajo se tiene previsto el desarrollo, a nivel
de prototipo, de interfaces de red inaldmbrica que
implementen alguno de los modelos propuestos.
Palabras Clave: Sistemas Embebidos,
Inalambricas, ns-2, MAC inaldmbrico.

Redes

Contexto

La linea de investigacion presentada se encuentra en
ejecucion en el marco del proyecto titulado: “Sistemas
embebidos en red con requerimientos de tiempo real.
Modelado, simulacion e implementacion prdctica de
protocolos de comunicacion”. El mismo es financiado
por la Universidad Tecnolégica Nacional, estd
incorporado al Programa de Incentivos y su dmbito de
realizacién es el Grupo SiTIC (Grupo de I+D en
Sistemas y Tecnologias de la Informacién y las
Comunicaciones), de la UTN - Facultad Regional Bahia
Blanca.

Introduccion

La investigacion y desarrollo sobre redes
inaldmbricas continda siendo un drea muy activa, por la
aparicién de nuevos escenarios de aplicacién, por lo
general basados en dispositivos embebidos moviles.

Las redes inaldmbricas presentan diversos desafios:
mejorar su desempefio para requerimientos especificos
(performance para trifico multimedia; robustez vy
tolerancia a fallas para ambientes industriales);
reconfiguracion de la topologia para redes de sensores;
privacidad y seguridad para aplicaciones administrativas,
financieras y de gestién; bajo consumo; optimizar el
tamafio de tramas en funcién de las condiciones del
canal; arquitectura multi-hop en redes ad-hoc para
favorecer la movilidad[2].

Se puede ver la constante aparicion de nuevos
estandares o modificaciones a los existentes, a fin de
adaptarse a nuevos requerimientos impuestos a las redes
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debido a la evolucién tecnoldgica. Hay cada vez mds
aplicaciones que requieren del uso de redes, con
exigencias y restricciones especificas, que obligan a una
evolucién permanente de los estdndares y tecnologias de
red. Cabe mencionar los estandares 802.22 (WRAN:
Wireless Regional Area Network), 802.11p (WAVE:
Wireless Access Vehicular Environment) entre otros.

Por otra parte, se puede ver la proliferaciéon de
trabajos de investigaciéon y desarrollo orientados a
optimizar el uso de distintos tipos de redes [3][4] para
operar en diferentes contextos, como las aplicaciones
que requieren una Calidad de Servicio (QoS) confiable
que van desde la voz sobre IP (VoIP) hasta Sistemas de
Control basados en Red (NCS)[5]. Uno de los
principales requerimientos para tales tipos de
aplicaciones es disponer de vinculos de comunicacién
confiables. Por ejemplo, en sistemas de automatizacién
en tiempo real (RT) los datos de control deben
transmitirse periédicamente entre SEnsores,
controladores y actuadores cumpliendo con estrictos
tiempos de transferencia.

El estindar IEEE 802.11e intenta ofrecer un nivel
diferenciado de calidad de servicio para dar soporte a
distintos tipos de aplicaciones [6]. La mayoria de los
estudios han evaluado el comportamiento de esta norma
teniendo en cuenta las necesidades tipicas del trafico
multimedia (voz y video). Sin embargo, cuando los
servicios de comunicaciones se utilizan para soportar
aplicaciones de RT, se deben considerar requerimientos
de comunicacion especificos y mds estrictos [7][8].

El estindar 802.11p[9] establece un marco de
referencia para el desarrollo de redes y aplicaciones de
comunicaciones inter-vehicular, en las que el tiempo de
establecimiento de conexién entre vehiculos, previo a la
habilitacién de la comunicacién, debe ser muy acotado.

La insercién del estindar 802.15.4 (ZigBee) en
ambiente industriales “sucios”, donde se requiere
desempefio de tiempo real de alta calidad, diagramacién
deterministica, confiabilidad y bajo consumo, requiere
de cambios en el control de acceso al medio, basado en
CSMA/CA, para evitar consecuencias desastrosas en el
campo industrial.

Lineas de Investigacion y Desarrollo

El Proyecto propuesto es una continuacién del PID
25/B021 "Redes, protocolos y sistemas para la
comunicacién de datos. Estudio, modelado, simulacién y
desarrollo para aplicaciones con elevadas exigencias" y
del PID 25/B024 “Redes y protocolos para
comunicacién de datos en aplicaciones de
instrumentacién y control: Modelado, simulacién y
desarrollos experimentales”.

Las tecnologias inaldmbricas son una buena eleccién
para trabajar en ambientes industriales, donde es
necesario interconectar sistemas moviles o bien se desea
evitar el cableado de sensores y controladores en planta.
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Sin embargo estas tecnologias presentan problemas de
confiabilidad 'y temporizado inherentes a las
caracteristicas de los canales de radio, a los mecanismos
de acceso al medio, etc. El estdndar 802.11e provee dos
alternativas de acceso al medio (EDCA y HCCA) con
cuatro niveles de Calidad de Servicio (QoS)
diferenciados. En el PID 25/B021 se propuso un
mecanismo de control de acceso al medio, denominado
WRTMAC (Control de Acceso al Medio Inaldmbrico
para Tiempo Real)[10], desarrollado a partir del esquema
EDCA del estandar 802.1le, optimizado empleando
clases de prioridades. El manejo de los espacios entre
tramas para arbitraje (AIFS) fue modificado a fin de que
el tiempo de respuesta de la red sea predecible. Esto
provee un mecanismo de control de acceso al medio
(MAC) libre de colisiones en redes inalambricas. En la
ultima etapa del proyecto se realizaron trabajos
comparativos de WRTMAC con respecto a EDCA,
simulado en ns-2. El PID 25/B024 propone configurar
los pardmetros de EDCA para eliminar los factores
probabilisticos y garantizar una latencia maxima de
transmisién, a fin de que sea apto para implementar
sistemas de control basado en red (NCS) sobre redes
inaldmbricas (WNCS). El nuevo protocolo fue
denominado RT-EDCA[11][12].

Resultados y Objetivos

La evaluacién del desempefio del modelo RT-EDCA
fue realizada por medio de simulaciones. Se utilizaron
mensajes periddicos de pequefio tamafio similar a las
tramas empleadas en los sistemas de control sobre redes
inalambricas (WNCS).

En la Fig. 1 se presentan resultados comparativos
obtenidos en las simulaciones, tanto para RT-EDCA
como para EDCA estdndar. Se observa que RT-EDCA
presenta un mejor desempefio hasta 28 nodos (con
paquetes de 50 bytes) y hasta 40 nodos (con paquetes de
500 bytes). A partir de alli es superado por EDCA,
debido a que los valores crecientes de AIFS aumentan la
duracién del ciclo de transmision de cada trama.

Tmin =Y
[ms]
-

/
10 /f/ / = = = = PT-E3CA (2D}

EDCA(50)

- E- - bhl-EA [BU)

it EDC 4500}

Fig. 1. Perfodo minimo comparativo entre RT-EDCA vs EDCA

Las caracteristicas deterministicas de RT-EDCA
mejoran notablemente el desempefio respecto a EDCA
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(hasta un cierto nimero de nodos) al eliminar las
colisiones.

Produccién del Grupo:

- “Supertrama de Duracién Variable en MAC
802.15.3 Utilizando MCTA Dinamicos”, Reggiani, O.
Alimenti, R. Cayssials y E. Ferro, Clei 2009, Pelotas,
Brasil, ISBN: 857669247-3, del 22 al 25 de Septiembre
de 2009.

- “Improvements in the Superframes Generation in
MAC 802.15.3 Using Dynamic MCTA”, Reggiani, O.
Alimenti, R. Cayssials y E. Ferro, WIP 27th Edition The
Symposium on Computer Networks and Distributed
Systems (SBRC), Recife, ISBN:978-85-7669-226-3,
pp:153-158, May 25 — 29, 2009, Brasil.

- “Un modelo para el andlisis de la confiabilidad de
Ethernet Industrial en topologia de anillo”, Guillermo R.
Friedrich y Jorge R. Ardenghi, RIAIl Revista
Iberoaméricana de Automadtica e Informatica Industrial,
ISSN: 1697-7912 (edicién impresa), ISSN 1697-7920
(edicién web), vol 6, N° 3, pp. 101-1009, julio de 2009.

- "Propuesta en MAC de Redes de Area Personal
(WPAN) para Optimizar el Tiempo de Respuesta”, G.
Reggiani, O. Alimenti y G. Friedrich, XV Congreso
Argentino de Ciencias de la Computacién - CACIC 2009
- IIT Workshop de Arquitecturas, Redes y Sistemas
Operativos (WARSO) 2009, pp:, ISBN: 978-897-24068-
4-1, San Salvador de Jujuy - Jujuy, Argentina, 5 al 9 de
octubre de 2009.

“A  Free-Collision MAC Proposal for 802.11
Networks", O. Alimenti, G. Friedrich and G. Reggiani,
28th Edition The Symposium on Computer Networks
and Distributed Systems (SBRC 2010) and 12th
Brazilian Workshop on Real-Time and Embedded
Systems (WTR 2010), Gramado, ISSN: 2177-496X, pp:
89 — 100 (cd), May 24 — 28, 2010, Brasil.

- “Una Variante al Control de Acceso al Medio de
802.11e para Tiempo Real”, G. Friedrich, O. Alimenti y
G. Reggiani, XVII International Congress Of Electronic,
Electrical And Systems Engineering” XVII INTERCON
2010. ISBN: 9 al 13 de agosto de 2010. Puno, Pert.

- “WRTMAC: A MAC Proposal for 802.11 Networks
in Factory Automation”, G. Friedrich, O. Alimenti and
G. Reggiani, 15th IEEE International Conference on
Emerging Technologies and Factory Automation
(ETFA2010), ISBN:978-4244-6849-2. IEEE Catalog
Number CFP10ETF-CDR. September 13-16, 2010,
Bilbao, Spain. Publicado en IEEE Xplore Digital
Library:
http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumbe
r=5641191.

- “Evaluacién de una Variante de Control de Acceso
al Medio Inaldmbrico para Tiempo Real Basada en
802.11e”, G. Friedrich, O. Alimenti, G. Reggiani, F.
Maidana, S. Tonietti y D. Gémez De Marco, XVI
Congreso Argentino de Ciencias de la Computacién -
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CACIC 2010 - IIT Workshop de Arquitecturas, Redes y
Sistemas Operativos (WARSO) 2010, Buenos Aires -
Argentina, 18 al 22 de octubre de 2010.

- "Una Adaptacién del Protocolo EDCA para Tiempo
Real", Omar Alimenti, Guillermo Friedrich, Guillermo
Reggiani, Santiago Tonietti, Federico Maidana, Damian
Goémez De Marco, Brazilian Symposium on Computing
System Engineering (SBESC) and XIII Real-time
Systems Workshop (WTR 2011), Florian6polis, ISSN:
978-0-7695-4641-4/11, pp: 145-150, Nov 7 — 11, 2011,
Brasil. Publicado en IEEE Xplore Digital Library:
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=611
4849.

“Redes Inaldmbricas y Protocolos para
Comunicacién de Datos en Aplicaciones de
Instrumentacién y Control”, Omar Alimenti, Guillermo
Friedrich, Guillermo Reggiani, Ricardo Cayssials,
Christian Galasso, Damian Gomez de Marco, Federico
Maidana y Santiago Tonietti, XIII Workshop de
Investigadores en Ciencias de la Computaciéon (WICC
2011), Rosario, Santa Fe, los dias 5 y 6 de mayo de
2011.

- “Comunicaciones en Tiempo Real adecuando el
Protocolo 802.11e (EDCA)”, Omar Alimenti, Guillermo
Friedrich, Guillermo Reggiani y Santiago Tonietti, 40°
Jornadas Argentinas de Informadtica, 12th AST Argentine
Symposium on Technology, ISSN: 1850-2806, pp: 43-
54, Cérdoba, Argentina, 29/08 al 02/09 de 2011.

- “Anadlisis de Generacién de Supertramas en MAC
802.15.3”, G. Reggiani, Lorenzo De Pascuale, O.
Alimenti y G. Friedrich, XVII Congreso Argentino de
Ciencias de la Computacién - CACIC 2011 - VI
Workshop de Arquitecturas, Redes y Sistemas
Operativos (WARSO) 2011, pp 1066-1075, ISBN 978-
950-34-0756-1, La Plata, Argentina, 10 al 14 de octubre
de 2011.

“Adaptaciéon de ns-2 para una Variante del
Protocolo 802.11e (EDCA)”, Guillermo Reggiani,, Omar
Alimenti, Guillermo Friedrich, Santiago Tonietti,
Federico Maidana, Damian Gomez de Marco, XVII
Congreso Argentino de Ciencias de la Computacién -
CACIC 2011 - VI Workshop de Arquitecturas, Redes y
Sistemas Operativos (WARSO) 2011, 1056-1065, ISBN
978-950-34-0756-1, La Plata, Argentina, 10 al 14 de
octubre de 2011.

- “Protocolos para Redes Inaldmbricas: Simulaciones
y modelaje experimental”’, Omar Alimenti, Guillermo
Friedrich, Guillermo Reggiani, Ricardo Cayssials,
Christian Galasso, Damian Gomez de Marco, Federico
Maidana y Santiago Tonietti, XIV Workshop de
Investigadores en Ciencias de la Computaciéon (WICC
2012), Rosario, Santa Fe, los dias 26 y 27 de abril de
2012.

- “Anadlisis del Tiempo de Respuesta en entorno de
Tiempo Real sobre el MAC 802.11¢”, O. Alimenti, G.
Friedrich, G. Reggiani, S. Tonietti, G. Velazquez y L.
Cofre, 41° Jornadas Argentinas de Informatica, 13th
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AST 2012 Argentine Symposium on Technology, ISSN
1850-2806 pp 132-142. La Plata, Argentina, 27/08 al
31/08 de 2012.

- “Evaluacién de EDCA 802.11e en Tiempo Real con
Agrupamiento por Clases de Prioridad”, O. Alimenti, G.
Reggiani, G. Friedrich, S. Tonietti, G. Velazquez y L.
Cofre, XVIII Congreso Argentino de Ciencias de la
Computaciéon - CACIC 2012 —-VII Workshop de
Arquitecturas, Redes y Sistemas Operativos (WARSO)
2012, ISBN 978-987-1648-34-4, Bahia Blanca,
Argentina, 8 al 12 de octubre de 2012.

Los objetivos del proyecto son:

Objetivos generales:

- Adaptar estindares y tecnologias de control de
acceso al medio inaldmbrico existentes, para su
aplicacién en sistemas de instrumentacién y control.

- Desarrollar propuestas de nuevos mecanismos de
control de acceso al medio, tratando de aprovechar
elementos de las tecnologias existentes.

- Implementar y ensayar uno o mds de los
mecanismos de control de acceso al medio desarrollados
y/o adaptados.

Objetivos especificos:

- Explorar los estdndares y tecnologias de control de
acceso al medio inaldmbrico existentes.

- Identificar fortalezas y debilidades en el contexto
del campo de aplicacién en el que se lo pretende aplicar.

- Proponer modificaciones a los mecanismos
existentes o bien introducir nuevos, tratando de
aprovechar y reutilizar elementos de tecnologias
existentes.

- Realizar algin desarrollo experimental de hardware
y software (firmware) que implemente la capa fisica y
MAC inaldmbrica, tanto de algin estindar existente
como asi también de las variantes propuestas.

- Evaluar los modelos desarrollados mediante
simulaciones y ensayos experimentales.

Resultados esperados

La contribucién que se pretende realizar desde el
punto de vista cientifico-tecnoldgico estd dada por el
desarrollo de variantes a protocolos de control de acceso
al medio inaldmbrico y enrutamiento, con el fin de
mejorar su desempefio en determinados escenarios de
interés practico como ser redes de sensores, NCS,
electrénica vehicular, VolP, etc. En este proyecto se
pretende realizar un importante esfuerzo en desarrollos
experimentales y a partir de los resultados que se
obtengan es de esperar una posible transferencia,
aplicable a sistemas embebidos de instrumentacién y
control, a solucionar problemas de consumo energético,
a electrénica vehicular entre otros.
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Otra contribucién esperada en lo referente a la
transferencia al medio, es la posibilidad de introducir
modificaciones sobre equipamiento de red inaldmbrica
estandar, a fin de mejorar su desempefio.

Asimismo, se espera efectuar alguna transferencia con
impacto favorable a nivel regional y/o nacional,
proponiendo aplicaciones de esta tecnologia para
resolver problemas de monitoreo y control ambiental,
control de riego, etc. En tal sentido, hay en marcha un
convenio de colaboracién con el Grupo LIHANDO de la
UTN Facultad Regional Mendoza, que investiga sobre la
posibilidad de favorecer las precipitaciones pluviales
bajo ciertas condiciones atmosféricas. La participacion
del Grupo SiTIC estd dada en el disefio y desarrollo de
las estrategias, equipamiento y sistemas para el control y
la comunicacién de los equipos de campo.

Formacion de Recursos Humanos

En cuanto a la formacién de recursos humanos, en el
marco del proyecto estd prevista la realizacién de, al
menos, tres tesis de la Maestria en Redes de Datos de la
Universidad Nacional de La Plata. Las mismas se
encuentran actualmente en la etapa de definicion y
presentacion de los planes de tesis.

También estdn prevista la participacion de alumnos
avanzados de la carrera de Ingenieria Electrdnica,
esperandose la realizacion de, al menos, cuatro proyectos
finales de carrera. Estos alumnos ya han venido
participando en proyectos anteriores y son coautores de
distintos trabajos ya presentados y/o publicados.
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Despliegue de MANETSs para M-learning en zonas de recursos
limitados
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(1) Centro de Investigacion y Desarrollo en Informética Aplicada (CIDIA),
Facultad de Ciencias Exactas, Universidad Nacional de Salta
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(2) Ingtituto de Investigacion en Informética y Sistemas de Informacion,
Facultad de Ciencias Exactas y Tecnologias, Universidad Nacional de Santiago del Estero
mmontalv@unse.edu.ar, sherrera@unse.edu.ar

Resumen

Las zonas rurales de recursos limitados ddl pais se
caracterizan, entre otros aspectos, por su baja densdad
demografica, cobertura de red cdular muy limitada y
carencia de servicio de distribucién de energia eléctrica.
Los habitantes de estas zonas utilizan energias
alternativas, como paneles solares y grupos € ectrdgenos,
para cubrir necesidades energéticas dementales. La
region Noroeste de Argentina (NOA) posee numerosas
zonas de este tipo, donde |os pobladores son personas de
bajos recursos y tienen pocas posi bilidades de educacion
en su entorno; se garantiza la educacién primaria pero
son pocas las escuelas secundarias. En este contexto, €
aprendizaje mediado por tecnologias es précticamente
nulo.

En este trabajo se propone redizar una investigacion
sobre € despliegue de MANETS, seguras y de bajo
consumo, que permitan implementar estrategias de m-
learning en estas zonas.

Esta propuesta se basa en la figura de un profesor
itinerante que imparte educacién secundaria en zonas
rurales utilizando objetos de aprendizaje almacenados en
un servidor de recursos m-learning. Los objetos son
accedidos desde tel éfonos celulares sencillos que se auto
organizan entre &, formando una MANET, para
optimizar € uso de recursos.

Palabras clave. MANET, m-Learning, Bluetooth,
GPRS, seguridad, redes.

1 Contexto

El presente trabajo se lleva a cabo en € marco de un
proyecto de investigacion que tiene como objetivo
redizar investigacion aplicada sobre nuevas tecnologias
gue permitan mejorar la calidad de las aplicaciones
moviles.

El eguipo de investigacion esta conformado por docentes
de diferentes universidades nacionales de NOA:

Ingtituto de Investigacion en Informética y Sistemas de
Informacion de la Facultad de Ciencias Exactas de la
Universidad Nacional de Santiago dd Estero (UNSE),
Facultad de Humanidades de la Universidad Naciona de
Santiago del Estero (UNSE), Departamento de Sistemas
de la Facultad de Tecnologias y Ciencias Aplicadas de la
Universidad Nacional de Catamarca (UNCA) vy
Departamento de Informética de la Facultad de Ciencias
Exactas dela Universidad Nacional de Salta (UNSa).

Ademas, € proyecto cuenta con € asesoramiento de dos
investigadoras de Ingtitutos de Investigacion de la
Facultad de Informatica de la Universidad Nacional de
La Plata (UNLP). La asesora en Sistemas Moviles
pertenece al Laboratorio de Investigacion y Formacion
en Informatica Avanzada (LIFIA) de la UNLP, mientras
gue la asesora en educacion a distancia pertenece a
Ingtituto de Investigaciones en Informética (LIDI) de la
UNLP.

Esta financiado por & Consgo de Cienciay Técnica de
la Universidad Naciona de Santiago del Estero, durante
€l periodo Enero 2012-Diciembre 2015.

2 Introduccién

Unared moévil ad-hoc o MANET (del inglés Mobile Ad-
hoc Networks) [1] es una coleccion de nodos
inaldmbricos moéviles que se comunican de manera
espontanea y auto organizada constituyendo una red
temporal sin la ayuda de ninguna infraestructura
preestablecida (como puntos de acceso WiFi o torres de
estaciones base celulares con antenas 2G, 3G 0 4G) ni
administracion centralizada.

Una de las principales ventajas de una MANET es la
posibilidad de integrarla a unared de infraestructura con
diferentes fines, entre otros podemos mencionar €
acceso a aplicaciones y recursos M-learning de una
organizacion desde un dispositivo movil [2] [5].

En este trabajo desplegamos una MANET en una zona
rural de recursos limitados, e integramos la misma a la
red de infraestructura de una organizacion (Intranet)
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utilizando los servicios de la red celular. De esta manera
se posibilita € acceso de los nodos ad hoc a recursos M-
learning amacenados en un servidor de laintranet.

El despliegue y la integracién de la MANET se
realizaron considerando los siguientes inconvenientes y
limitaciones:

- La energia en la zona de despliegue es escasa, 1o que
dificulta la capacidad de recarga de los dispositivos que
forman parte dela MANET.

- Las redes celulares en zonas remotas no brindan
servicios de tercera (3G) o cuarta generacion (4G), solo
se dispone de tecnologia 2G (GSM/GPRS) [4] que
proporciona un ancho de banda limitado y variable.

- La mayor parte de los dispositivos moviles utilizados
en zonas rurales son equipos de caracteridticas basicas y
funcionalidades limitadas, que incorporan tecnologias
como Bluetooth y 2G en lugar de WiFi y 3G.

- Las MANETSs y las redes celulares utilizan un medio
compartido (aire) para transmitir los datos y se
encuentran expuestas a “atagues’ 0 accesos no
autorizados. Se requiere entonces la utilizacion de
canal es de comunicacion “seguros’.

- La implementacion de niveles de seguridad elevados
implica un incremento del consumo de ancho de banda y
de la energiaen los nodos moviles [8].
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Figura 1. Escenario de prueba

En la figura 1 se observa la representacion gréfica del
escenario que implementamos para redizar las pruebas y
mediciones. En & mismo se conecta una MANET,
desplegada en zonarura, auna Intranet através de lared
celular. Los dispositivos mdviles (nodos) de la MANET
se conectan a servidor de recursos M-learning utilizando
un canal ldgico extremo a extremo. El trafico entre €
nodo movil y € servidor se gestiona a través de uno de
los nodos que actlla como Gateway entre la MANET y
la red celular. Este nodo es € encargado de enviar los
paguetes de datos hacia los routers de la red celular;
desde donde y através de Internet son direccionados ala
intranet para ser entregados al servidor de recursos.

El despliegue de las MANETs se puede redlizar
utilizando alguno de los siguientes esténdares de
comunicaciones indambricas de corto acance
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Bluetooth (IEEE 802.15.1), Ultra-wideband (UWB,
|EEE 802.15.3), ZigBee (IEEE 802.15.4) y WiFi (IEEE
802.11) [6].

Laintegracién de la MANET alared de infraestructura,
requiere € uso de alguna de las siguientes tecnol ogias de
red cdular: 2G (GSM), 25G (GPRS), 3G (UMTS,
HSDPA y HSUPA) y 4G (LTE) [5].

Para la construccién de nuestro escenario de pruebas
elegimos Bluetooth [3] parael despliegue de laMANET
y GPRS [4] para la integracion a la red de
infraestructura. La fundamentacién se presenta en un
trabajo previo del grupo [7].

En Argentina, € m-learning se ha convertido en una
tendencia vinculada a las propuestas educativas [9, 10,
11, 12].

El m-learning se puede presentar en tres modos
diferentes, y a su vez cada uno de €los involucra
diversas edrategias de aprendizaje mediadas por
tecnologias méviles. Segun tal, los modos son los
siguientes [13]: recuperacion de informacion,
recopilacion y andlisis de informacién y comunicacion,
interaccion y colaboracion en redes.

Especificamente, esta investigacion trata de aportar
soluciones a la educacion secundaria en zonas
desfavorables en las cuales estan vigentes los proyectos
de itinerancia para garantizar los dos primeros afios de
secundaria en zonas donde no existen establecimientos
educativos de este nivel. Estos proyectos financian la
figura de “profesores itinerantes’ que dan clases de
asignaturas especificas de 1° y 2° afio de la secundaria,
en las escudas primarias de una determinada zonarural,
donde 7 de cada 10 escuelas no tienen acceso alared de
distribucién de energia eéctrica y utilizan paneles
solares 0 grupos electrogenos para cubrir  sus
necesidades energéticas.

El profesor itinerante puede utilizar la MANET vy €
ecenario presentado para aplicar estrategias de m-
learning. Estas estrategias corresponderian a 1° modo,
es decir, 1os alumnos acceden, mediante los dispositivos
moviles que forman parte de la MANET, a objetos de
aprendizaje de un &rea de conoci miento especifica.

3 Lineasdeinvestigacion y desarrollo

Las principales lineas de investigacion de esta propuesta
son:

Despliegue de MANETS en zonas rurales con recursos
limitados e integracion de las mismas a redes de
infraestructura.

Establecimiento de canales extremo a extremo (no
Seguros y seguros) entre un dispositivo movil, que forma
parte de la MANET en zona rurd, y un servidor con
recursos de m-learning instalado en una red de
infraestructura.
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Estudio del impacto de la seguridad en € rendimiento de
los dispositivos moviles, dado que e establecimiento de
canal es seguros implica un consumo adicional de energia
(algoritmos de encriptacién) y ancho de banda
(transmision de encabezados adi cional es) [8].

Adaptacion de aplicaciones y recursos m-learning para
optimizar d consumo de energia'y e aprovechamiento
de ancho de banda en | os dispositivos méviles.

4 Resultadosy Objetivos

El objetivo general que guia esta investigacion aplicada
€s:

Brindar € acceso a recursos m-learning a personas que
Sse encuentran en zonas rurales de recursos limitados,
mediante € despliegue e integracion de MANETSs.

Para €llo, se persiguen los siguientes objetivos
especificos:

- Implementar escenarios que sirvan de soporte para la
distribuciéon de contenidos M-learning utilizando
dispositivos mdviles ubicados en zonasrurales.

- Estudiar tecnologias para € despliegue y formacién de
MANETS, y seleccionar la que mejor se adapte a zonas
de recursos limitados.

- Estudiar tecnologias para la integracion de MANETSs a
redes de infraestructura y seleccionar la adecuada para
realizar laintegracion desde zonasrurales.

- Estudiar protocolos de seguridad extremo a extremo
(nodo mévil a servidor) y seleccionar un nivel de
seguridad 6ptimo sin comprometer e consumo de
recursos de | os dispositivos.

Los resultados preliminares de nuestra investigacion
fueron publicados en CACIC 2012: “Integracion Segura
de MANETs, desplegadas en zonas de recursos
limitados, a Redes de Infraestructura’ [7].

5 Formacion de recursos humanos

La propuesta involucra la integracion de los
conocimientos en esta area por parte de investigadores
de UNSa (que tiene antecedentes en e tema) y de UNSE
(investigadores querecién seinician en este tema).

El proyecto cuenta con la participacion de estudiantes
avanzados de carreras de grado en Informatica,
pertenecientes ala UNSE y se esperaincorporar alumnos
de la UNSa. Estos reciben formacion en el érea redes
informéticas y experiencia en € desarrollo de
investigaciones.

Uno de los investigadores de esta linea esta
desarrollando sus tesis de Maestria en Redes (UNLP); y
dos alumnos estdn desarrollando su trabajo final de
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grado de Licenciatura en Sistemas de Informacion
(UNSE).
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Resumen

El uso de redes académicas avanzadas esta produciendo
cambios importantes en el ambito de la investigacion y la
educacién, otorgando nuevas herramientas que nos
acercan cada vez mas a otras comunidades cientificas y
educativas del mundo. Esto permite una mayor
interaccion y apoyo entre investigadores, colaboracion en
investigacion cientifica avanzada, etc.

Las redes de avanzada de la region carecen de las
caracteristicas y bondades de las redes avanzadas de
orden mundial debido a varios factores. Estos elementos
hacen que haya falta de oportunidades para los
investigadores y académicos, poca competitividad en I+D,
poca interaccidn con otras comunidades de cientificos e
investigadores, desaprovechamiento de las infraestructura
disponible, etc.

En este sentido, el proyecto “Andlisis, implementacion y
evaluacién de servicios colaborativos competitivos
aplicados a redes de avanzada” pretende ser un ambiente
de desarrollo que permita:

El ESTUDIO de redes Avanzadas, comprendiendo
cabalmente sus funciones, objetivos y alcances,

El DISENO vy actualizacién de servicios y aplicaciones
para que puedan operar en redes académicas avanzadas,

El DESARROLLO e IMPLEMENTACION de nuevos
servicios y aplicaciones en redes avanzadas en la region,
El ENSAYO de las funcionalidades como Calidad de
Servicio, IPv6 y VoIP sobre redes avanzadas regionales
La CAPACITACION y la DIFUSION para ayudar a la
comunidad Académica, cientifica y educativa regional a
comprender y utilizar nuevas tecnologia, permitiendo de
esta manera eliminar las deficiencias enumeradas
anteriormente.

Palabras Clave
Redes de Avanzada, IPv6, VolP, Movilidad IP, Qos, GPU

Contexto

La presente investigacion tiene sostén financiero en el
proyecto UTN FRM 25/J069 “SARA Six: Analisis,
implementacion y evaluacion de Servicios colaborativos
competitivos Aplicados a Red de Avanzada experimental
de laregion”, 2010 — 2012, Director: Gustavo Mercado.

Tiene como  antecedente el  proyecto25/J052
“CODAREC6 INTRANET Disefio y simulacién de la
implementacién de tecnologias y procedimientos de

transicion del protocolo IPv6 en INTRANETS usando el
'ipvé test bed” 2007-2009 Director: Ing. Gustavo
Mercado.

Ademéas ha generado el proyecto PICTOPRo “PMIP6;
Analisis, Evaluacién y Comparacion de ambientes Proxy
Mobile IP en version 6, aplicado a Redes de Avanzada”,
2011-2012, Director: Taffernaberry, Juan Carlos

Introduccion

La revolucion del siglo XX produjo la aparicion de
Internet, la cual introdujo cambios en todos los estados de
nuestras vidas. Sin embargo, a poco tiempo de su
incorporacion en nuestro que hacer, se fue sintiendo un
vacio e insatisfaccion en la comunidad cientifica y
educativa, en la academia y en la investigacion [1]. La
solucion casi no tardo, y fueron los avances en
infraestructura tecnologica desarrollados por las redes
avanzadas lo que reinstald la esperanza en las
comunidades de investigacion, cientificas y académicas,
pues pusieron a su disposicion a través de una gran
infraestructura tecnoldgica condiciones de uso casi en
exclusividad de herramientas y aplicaciones que les
permitieron el desarrollo e incremento de sus actividades,
lo que era insostenible a partir de la Internet comercial.
Hoy estas redes son conocidas como redes académicas
avanzadas o redes de investigacion [2], y su caracteristica
principal es que permiten trabajar a la comunidad de
investigadores y académicos mediante mecanismos
(herramientas o aplicaciones) de colaboracion, para
compartir informacion y recursos a través de una serie de
redes interconectadas.

Utilizando las herramientas y aplicaciones desarrolladas
en las redes académicas avanzadas se dio un fuerte
impulso a la investigacion y a la educacién, y los
investigadores y académicos llevan a cabo un sin nimero
de proyectos afines que estdn en la frontera del
conocimiento, y que han sido posible gracias a la rapida
evolucion de las tecnologias de telecomunicacion,
particularmente, las de intercambio y comunicacién de
datos.

En este contexto se desarrollan y mejoran métodos de
trabajo e investigacion que refuerzan la colaboracion entre
equipos, técnicos, académicos y cientificos, ubicados en
lugares  dispersos  geograficamente.  Desde las
videoconferencias de alta calidad, combinadas con
herramientas que generan espacios virtuales comunes de
trabajo, hasta la formacion de Mallas (Grid) que
conforman centros, institutos virtuales de investigacion,
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en los cuales se construyen y combinan nuevas formas de
hacer investigacion, ciencia, tecnologia, arte y educacion
que permiten reinventar cada dia el conocimiento del
futuro [3].

Una aplicacién es toda aquella herramienta que se
desarrolla, se construye y utiliza sobre la red para el
desarrollo de la ciencia, la educacion y la investigacion,
por lo mismo, requiere para su funcionamiento de estas
redes avanzadas. Asi, todas las herramientas y servicios
que operan a través de las redes avanzadas son, a su vez,
productos de aplicaciones que han sido desarrolladas por
expertos y marcan una gran diferencia en el como se
Ilevan a cabo hoy los procesos de ensefianza y aprendizaje
e investigacion.

Por otro lado el protocolo IPV4 comienza a dar sefiales de
debilidad [4]. Después de 20 afios, la version 4 del
protocolo de Internet (IP) ya no puede seguir brindando
respuestas adecuadas, sobretodo en cuanto al paulatino
agotamiento de las direcciones IP disponibles, un proceso
que culminard en unos pocos afios, al ritmo actual de
crecimiento de la red.

Ante el enorme crecimiento de usuarios de Internet, que
hoy tienen exigencias distintas a las de hace unos afios, las
poco mas de cuatro mil millones de direcciones en todo el
mundo que posibilita el IPv4 se han vuelto insuficientes.
El tiempo de vida de IPv4 fue extendido por 10 afios
gracias a técnicas tales como reutilizacién de direcciones
con traduccién (NAT) y uso temporal de asignaciones
(CIDR); este fue el periodo periodo necesario para que
IPv6, sucesor de la version 4, crezca y se establezca
definitivamente [5].

Finalmente en 1992 la Internet Engineering Task Force
(IETF), que desarrolla los protocolos estandar para
Internet, convocd a la comunidad de investigadores a
estudiar alternativas para el IPv4. El resultado lleg6 en
1995 y se llamo IPv6 (Internet Protocol version 6) [6]. Si
bien por estos dias IPv6 es especialmente atractivo para
los pioneros en los sectores de redes inalambricas, de
juegos, de uso domeéstico, redes de investigacion nacional
conectadas a nivel mundial, organismos militares y
gobierno, una vez estandarizado, entre 2005 y 2008,
ofrecerd importantes beneficios a las empresas. Por su
parte, los proveedores de servicios Internet (ISPs)
moviles, locales y regionales ya estan evaluando los
productos y plataformas derivados de la tecnologia IPv6,
para que se puedan comercializar en un futuro inmediato.
Algunas caracteristicas de IPv6 son:

« Capacidad de direccionamiento expandida: en IPv6, las
direcciones se componen de 16 octetos (8 bits de la forma
00001111), es decir, 128 bits. Esto da lugar a 2 elevado a
128 (340 sextillones) de direcciones IP. Para apreciar la
magnitud de esta cifra, puede decirse que equivale a 1,1
mol de direcciones por cada metro cuadrado de superficie
terrestre (1 mol = 602000 trillones, el llamado NUmero de
Avogadro). Si cada una ocupara 1 mm3, el espacio de
direcciones IPv6 tendria el volumen de un cubo de 6,98
millones de km de arista, 547 veces el didmetro ecuatorial
de la Tierra.

La poblacion mundial actual (6000 millones de
habitantes) tardaria 1798 trillones de afios en contar esta
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cantidad de direcciones a razén de una por segundo. A
efectos de notacion, los 128 bits de las direcciones IPv6 se
agrupan en 8 palabras de 16 bits (0o 4 digitos
hexadecimales) separadas por doble punto, por ejemplo:
FEDC:BA98:7654:3210:0123:4567:89AB:CDEF.

« Calidad de servicio (Qos): IPv6 puede diferenciar los
paquetes de datos como pertenecientes a un flujo
particular, y asi otorgar un ancho de banda en funcion de
cada necesidad, ya sea para correo electronico,
comunicaciones de voz o videoconferencia.

» Capacidades de autentificacién y privacidad: IPv6
emplea como parte integral el entorno de seguridad IPSec,
que no estd implementado en los hosts del IPv4 en forma
nativa.

« Autoconfigurable (Neighbour Discovery): en IPv6 los
nodos no necesitan ser configurados manualmente.

» End to end: IPv6 no usa NAT ya que tiene direcciones
globales para todos los nodos. Asi, éstos pueden reenviar
cada paquete sin alterar su contenido.

« Simplificacidn del formato del encabezamiento: Es mas
sencillo y su tamafio es fijo. Se han suprimido campos
como el checksum, ToS y fragmentacion, y agregado uno
para identificar flujos de datos. Las funciones de los
campos eliminados se logran con encabezados de
extension, que permiten incorporar nuevas caracteristicas
al protocolo, como IPSec o movilidad.

Ahora es tiempo de admitir que se ha agotado el tiempo
de Ipv4d y que el despliegue de Ipvé se hace
imprescindible. En el pais son varias las instituciones que
han adoptado IPv6 para sus redes, aunque por ahora en
forma experimental. Cuando las organizaciones tomen la
decision de hacer la transicion el proceso se debera llevas
con los menores contratiempos posibles. Se deberéan llevar
a cabo tareas tales como: entrenamiento de personal,
actualizacion de routers, sistemas operativos Yy
herramientas de manejo, y el despliegue de aplicaciones
compatibles con IPv6 (IPv6 ready).

La conjuncion entre Redes Avanzadas e IPv6 forma una
herramienta poderosa y a la vez simple para cumplir con
el objetivo de dar impulso a la investigacidn colaborativa.
Hay varios ejemplos en el mundo de Redes Avanzadas
centradas en IPv6 desde la red de avanzada por excelencia
como Internet 2 (www.internet2.edu) en Estados Unidos,
pasando por la red europea Geant2 (www.geant2.net) y la
asidtica APAN (Asia-Pacific Advanced Network
Consortium-apan.net). Como axial también en
Latinoamérica tales como, Clara (Cooperacién
Latinoamericana de Redes Avanzadas - www.clara.net),
RNP de Brasil (RNP — Rede Nacional de Ensino e
Pesquisa -www.rnp.br), CUDI de Méjico (Corporacion
Universitaria para el Desarrollo de Internet -
www.cudi.edu.mx) y Reuna de Chile (Red Universitaria
Nacional - www.reuna.cl).

En nuestro pais existe la red Inova (www.innovared.net)
que da acceso a redes avanzadas a las instituciones
nacionales por intermedio de Clara.

Dentro de la UTN existe la red RUT2 (Red Universitaria
Tecnoldgica) que conecta a las Facultades Regionales.

Sin embargo en nuestro pais no estan desarrolladas las
redes metropolitanas/provinciales como en Brasil. La red
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Redecomep es una iniciativa del Ministerio de Ciencia y
Tecnologia de Brasil (MCT), coordinada por Rede
Nacional de Ensino e Pesquisa (RNP), que tiene como
objetivo implementar redes de alta velocidad en regiones
metropolitanas del pais servidas por los Puntos de
Presencia de RNP.

En Mendoza existe la iniciativa ACyT Net (Red
Académica Cientifica y Tecnoldgica de Mendoza) que
une, al momento, el Cricyt Conicet, el Instituto Regional
del INAy el GridTICS de la UTN FRM.

Esta red, que pretende ser la interconexion de avanzada de
las instituciones metropolitanas de Mendoza, esta en fase
de desarrollo.

Este proyecto, SARA-Six, pretende impulsar esta red,
instalando y evaluando aplicaciones competitivas y
cooperativas, tales como IPv6, VolIP, Movilidad, calidad
de Servicio Clustering, Virtualizacion entre otras.

Lineas de investigacion y desarrollo

El grupo de tecnologia IPv6, perteneciente al grupo UTN
GridTICS, se constituye en 2005 y ha tenido una vasta
actividad y experiencia y es reconocido como uno de los
grupos pioneros en IPv6 de la regiéon. El grupo ha
realizado publicaciones [12], presentacion en congresos
[13,14,15], cursos de grado y posgrado y asistencia a
tesinas de grado [16] y tesis de posgrado. Ademas de
participar activamente en las iniciativas de ISOC y de
LANIC para la promocion y difusién de IPv6 [17,18,19],
siendo también socio activo de la IPv6 Task Force
Argentina [29].

Objetivos y Resultados
Objetivo Principal

Analizar, implementar y evaluar servicios colaborativos
competitivos aplicables a redes de avanzada en la regién

Objetivos Secundarios

- Convergencia de multimedia y Qos sobre redes de
avanzada con IPv6.

Organizar, implementar y evaluar metodologias para la
convergencia de VVoz Video y Datos en redes avanzadas
con IPv6.

- Movilidad en Redes de Avanzado con IPV6.
Organizar, implementar y evaluar PMIP (Proxy Mobile
IP), a través de un prototipo en red de avanzada con IPv6.
- GPU aplicado a seguridad en redes de avanzada e IPv6
Analizar y evaluar metodologias de mejora de la
seguridad en redes de avanzado usando GPU

- Clustering y Virtualizacion en redes de avanzada con
IPV6.

Estudiar, evaluar e implementar prototipos con mejoras
para Clustering y Virtualizacion utilizando redes
avanzadas e IPv6

- Metodologia de produccidn de software

Investigar e implementar metodologias de calidad del
desarrollo personal de software aplicado a la
programacion en networking.

- Difusion y Capacitacion:
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Participar en el fortalecimiento y difusion de las redes de
avanzada y sus aplicaciones, incentivando su uso e
implementacidn en el medio regional. Fortalecer la
preparacion de recursos humanos.

Avances y resultados preliminares

Se avanza sobre el objetivo de "Conwvergencia de
multimedia y Qos sobre redes de avanzada con IPv6",
realizando un andlisis de convergencia de multimedia y
Qos sobre IPv6 vy disefiando e implementando
funcionalidades de VolIP y sus sistemas mas usados.
Se avanza sobre el objetivo de "Movilidad en Redes de
Avanzado con IPv6", realizando el relevamiento de los
sistemas de movilidad en IPv6. Se instala de sistema
operativo con soporte de MIPv6. Se implementa stack de
movilidad dentro del &mbito de la red de avanzada SARA
Six.
Se avanza sobre el objetivo "GPU aplicado a seguridad en
redes de avanzada e IPv6", realizando estudios tedricos y
practicos de la arquitectura de hardware de GPU y se
parametrizan la GPU utilizando las métricas de
contrastacion entre teoria y practica. Se realizan estudios
técnicas de distribucién de coémputo y se realizan
mediciones de performance, tareas de optimizacion y
estimaciones de maxima performance.
Se avanza sobre el objetivo "Clustering y Virtualizacion
en redes de avanzada con IPv6" realizando estudios de
métodos y tecnologias de clustring y virtualizacién y su
implicancia en IPv6. Se comienza con la construccion de
la extension de la red AcytNET desde su nodo principal
hasta el laboratorio del gridTICS de la UTN mediante el
tendido de fibra dptica.
Se avanza sobre el objetivo "Metodologia de produccion
de software", realizando estudios y aplicaciones de los
Modelos y Estadndares de Evaluacién y Mejora del
Proceso de Software. Se estudia y se aplica la Perspectiva
CTS (Ciencia, Tecnologia y Sociedad) en el dictado de
materias de grado y posgrado, y en el desarrollo de
aplicativos (centrado en las personas y la naturaleza). Se
estudia y aplicacion de Herramientas de Software Libre
(sistema operativo, base de datos, lenguaje de
programacion, versionado, pruebas, etc.).y se disefid,
desarroll6 e implementd una Aplicativo de soporte para la
carga y emision de reportes del Instrumento COCTS en el
marco del proyecto EANCYT (Ensefianza y Aprendizaje
sobre la Naturaleza de la Ciencia y Tecnologia).
Se avanza sobre el objetivo "Difusion y Capacitacion”,
realizando multiples presentaciones a congresos, Cursos
de grado y postgrado y seminarios
A continuacién se agregan actividades de Difusion y
Capacitacion que no estan incluidas en la seccion de
Publicaciones y Congresos:
¢ JORNADA MENDOZA WORLD IPV6 LAUNCH

6 de Junio de 2012

Facultad Regional Mendoza - Universidad

Tecnologica Nacional

Mendoza - Argentina

Organizado por Mendoza IPv6 Group
¢ MENDOZA IPv6é SUMMER DAY

10 de febrero de 2012
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Aula Magna - Facultad de Ingenieria - Universidad de
Mendoza
Mendoza - Argentina
Organizado por Mendoza IPv6 Group
¢ MENDOZA IPv6 DAY
8 de Junio de 2011
Facultad Regional Mendoza - Universidad
Tecnolodgica Nacional
Mendoza - Argentina
Organizado por Mendoza IPv6 Group

Formacién de Recursos Humanos

En el proyecto participan un doctorando con becas UTN,
dos doctorandos docentes UTN, dos investigadores
graduado con becas BINID UTN y 3 becarios alumnos
con beca UTN.
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RESUMEN

Desde su creacion el Sistema de Nombres de
Dominio, ha carecido de un disefio que
asegure la comunicacion entre las partes que
intervienen en el proceso de resolucion de
nombres. Y dada su condicién de sistema
publico y estructura jerarquica, es que se
encuentra expuesto a posibles vectores de
“ataque” a lo largo de todo el flujo de datos
intercambiado por los componentes (Clientes
y Servidores) que lo conforman.

Es asi que, en el Centro de Investigacion y
Desarrollo  en  Informatica  Aplicada
(C.L.D.ILA.) perteneciente a la Universidad
Nacional de Salta se formd un equipo de
trabajo que se encuentra realizando una
investigacion aplicada cuyo objetivo es
presentar de manera practica el conjunto de
vulnerabilidades presentes en el Sistema de
Nombres de Dominio y definir las medidas a
implementar para mitigar las mismas.

Se detalla a continuacion un caso practico
sobre la vulnerabilidad presente en una
transferencia de zona y la alternativa TSIG
(Transaction Signature) como parte de un
conjunto de medidas para dotar de seguridad a
los procesos involucrados en  tales
transferencias.

Palabras clave:

Internet, Sistema de Nombres de Dominio,
DNS Seguro, DNSSEC, TSIG. Transferencias
de zonas DNS.

CONTEXTO

Lo expuesto en el presente trabajo, surge del
proyecto de investigacion “Extensiones de
Seguridad para el Sistema de Nombres de
Dominio” (Consejo de Investigacion de la
Universidad Nacional de Salta), en conjunto
con el Centro de Investigacién y Desarrollo
en Informética Aplicada (C.I.D.I.A. - UNSa).

1. INTRODUCCION

La condicion de sistema jerarquico del
Sistema de Nombres de Dominio, lo expone a
posibles vectores de “ataque” a lo largo de
todo el flujo de datos intercambiado por los
componentes (Clientes y Servidores) que lo
conforman.

Las tareas iniciales en el marco del proyecto
de investigacion citado en el apartado
anterior, fueron identificar y clasificar las
amenazas a la seguridad de un Sistema DNS.
El siguiente grafico resume en términos
generales los puntos criticos y se distinguen
dos grandes grupos en el trafico de red
intercambiado [2]. El primer grupo se
corresponde al trafico intercambiado en
procesos de consultas DNS
(solicitud/respuesta)  entre  Clientes vy
Servidores, el segundo corresponde al trafico
correspondiente a la administracion de
archivos de zonas (actualizacion vy
transferencias de zonas) entre servidores
maestro/esclavo.
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En una etapa posterior, se selecciond el
segundo grupo de vulnerabilidades y se
propuso el desarrollo de una aplicacion en
lenguaje Python, para enumeracion y analisis
de redes TCP/IP “Guesso” [4]. Mediante los
modulos especificos para el protocolo DNS
(mydnsinterface y mydns), basados en la
libreria pydns (bajo licencia OpenSource), se
demostr6 la  posibilidad de obtener
informacion basada en transferencias de zonas
DNS.

En resumen, la técnica consistio en hacer
consultas DNS para cada uno de los tipos
listados a continuacion [2]:

s I
| Nowmbre | Descripeion ‘ cadigo

A direccion [P 1
NS servidores DNS 2
CNAME nowmbres candnicos 51
PTR registro de puntero 12
HINFO informacion de host :
MX Mail eXchange (servidores de correo) 15
AXFR pedido de transferencia de zona 252

La tarea de obtencion de informacion, se
automatizd mediante el siguiente algoritmo,
que volcaba los resultados obtenidos en una
estructura de datos, lo que permitié enumerar
los hosts pertenecientes a un dominio en
particular:

def get_domain_hosts(dominio):

tipos = [PNS?,’MX’,’A’,’PTR’ ,’CNAME” ,7A7]
respuestas = []
for t in tipo:

respuestas.add(consulta(dominio,t))

return procesar_respuesta(respuestas)

Se puede observar que la funcién recibe un
nombre de dominio como argumento y
retorna un diccionario indizado por tipo de

//lista vacia
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consulta (o registro) cuyos valores son las
respuestas de los servidores DNS para esa
consulta.

Expuesta la vulnerabilidad para en caso de
transferencia de zonas (tipo de consulta
AXFR), y segun se describe en [1], surge de
manera natural como primera medida para
mitigar este tipo de vulnerabilidad, denegar
todo tipo de solicitud de transferencias de
zonas y permitirlas, en caso de ser necesario,
solo para un grupo restringido de host (listas
de accesos de IP origen).

Del mismo modo que se presenta, como una
rapida y sencilla alternativa a implementar,
asi se descarta, ya que la misma estd expuesta
a ataques de “suplantacion de identidad” (IP
Spoofing), mediante la técnica de “hombre en
el medio” [7].

Es asi que el siguiente nivel en el proceso de
asegurar la transferencia de zonas fue
implementar el protocolo TSIG [3], lo que
permite la autenticacion entre las partes
basada en el uso de técnicas criptograficas,
que aseguran que Cliente y Servidor son
quienes dicen ser y por otro lado, asegurar la
integridad de los datos (los datos recibidos
por el Cliente son los que envi6 el Servidor).

Transaction Signature (TSIG): Definido en el
RFC 2845, es un mecanismo que hace uso de
una clave Unica mediante la implementacion
de Cddigos de Autenticacion de Mensaje
entre servidores maestros y esclavos. La
distribucion de la clave hacia los servidores
esclavos debe hacerse de manera segura
utilizando medios como email seguro, fax o
correo postal, se recomienda para la misma,
periodos de actualizacion de entre 30 y 60
dias. En caso de presencia de mas de un
servidor esclavo, se deben utilizar pares de
claves (maestro-esclavo) diferentes, ya que al
verse comprometida alguna de las claves, solo
de  deshabilitarian  temporalmente  las
transferencias entre las partes afectadas, sin
involucrar al resto de las transferencias.

A los fines practicos, se menciona que TSIG
fue configurado para DNS BIND version
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9.9.2-P1, sobre plataforma Linux Fedora 17.
La clave compartida se generé mediante la
utilidad dnssec-keygen [5][6].

Los resultados obtenidos en cada una de las
etapas descritas anteriormente, nos permiten
concluir que no existe una solucion integral
que permita dotar de seguridad al protocolo
DNS y a las partes intervinientes en los
procesos y operaciones de consultas, sino que
se deben adoptar un conjunto de medidas que
permitirdn  minimizar la exposicién a los
posibles ataques a la  informacion
intercambiada.

2. LINEAS DE INVESTIGACION y
DESARROLLO

Los principales ejes tematicos que se estan
investigando son los siguientes:

¢ Sistema de Nombres de Dominio.

e Ataques tipicos al Sistema de
Nombres de Dominio.

e Criptografia de clave privada.

e DNSSEC.

e Transaction Signature (TSIG).

3. RESULTADOS
OBTENIDOS/ESPERADOS

Con los resultados obtenidos en cada una de
las etapas realizadas hasta ahora, se logro
documentar un conjunto de politicas de
seguridad que se espera sea el marco de
referencia para los responsables de
administrar un sistema DNS dentro del
ambito educativo. Por otro lado, en términos
generales, se pretende acompafar el
despliegue global que vienen teniendo las
extensiones de seguridad para el sistema
DNS.

4. FORMACION DE RECURSOS
HUMANOS
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La estructura del equipo de investigacion es
de 5 (cinco) miembros incluidos el Director y
Co-director.

Dos miembros estan realizando el trabajo de
Tesis de Posgrado en Redes de Datos,
dependiente de la Universidad Nacional de La
Plata.

Otros dos participantes se encuentran
realizando el trabajo de Tesis de Grado (DNS
Curve), de la Carrera de Licenciatura en
Anélisis de Sistemas de la Universidad
Nacional de Salta.
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RESUMEN

RESUMEN

En este trabajo de investigacion se estudiaron los
métodos de planificacion de tiempo real y se busco
generar una biblioteca en busca de aportar soluciones a
algunas de las cuestiones la politica de planificacion de
tiempo real. Se dispusieron herramientas teoricas que
permitieron conocer si el sistema podrd en todo
momento, garantizar la correcta ejecucion de todas las
tareas criticas. Los planificadores basados en
prioridades dindmicas, a pesar de ser capaces de
garantizar un mayor numero de tareas que los de
prioridades estdticas, no disponen de un test de
planificabilidad eficiente.

Los sistemas de tiempo real estan compuestos tanto por
tareas periédicas, que suelen asociarse a actividades
criticas, como por tareas aperiddicas, sin ninguna
urgencia en su ejecucién, es deseable que estas se
completen lo antes posible sin poner en peligro los
plazos de las periddicas. Se han propuesto dos
algoritmos para servir tareas aperiddicas basados en el
concepto de holgura. El primero de ellos se apoya en
una tabla pre calculada para aceptar las peticiones
aperiddicas. El segundo, a cambio de reducir la
complejidad espacial, tiene mayor coste temporal pues
realiza todos los calculos dinamicamente. Ambos
algoritmos ofrecen, a las tareas aperiddicas, el menor
tiempo de respuesta posible.

PALABRAS CLAVE

Tiempo real, Granularidad, Baseline, Tecnologias
Adaptativas

CONTEXTO

Este trabajo forma parte del proyecto de investigacion
de la confeccion de un sistema operativo de
caracteristicas diddcticas, el cual se encuentra en el
marco de investigaciones que coordinada el
departamento de Ingenieria e Investigaciones
Tecnologicas que pertenece a la Facultad de Ingenieria
de la Universidad Nacional de la Matanza

INTRODUCCION

El desarrollo de un sistema operativo didactico de
caracteristicas generales y de estructura tradicional
escrito por los alumnos del Departamento de Ingenieria
e Investigaciones Tecnolégicas de la carrera de
Ingenieria en Informéatica que recibe el nombre de
SODIUM (Sistema Operativo Departamento Ingenieria
Universidad de La Matanza) lleg6 a un punto en que
debia realizarse un analisis de cddigo a fin de lograr
una mejor respuesta, pero principalmente estandarizar
los diversos programas.

Fue asi que se comenzd por sacar del KERNEL del
sistema operativo SODIUM, llamadas al sistema que
efectuaban diversas funciones colocandolos en &rea de
usuario., lo que mejord la comprension de su funcién
y/o funciones y permitié una mayor estabilidad durante
la ejecucidn del sistema operativo.

Se pensé entonces, en la posibilidad de pasar a un
sistema operativo de tiempo real (TR), lo cual llevé a
realizar un estudio para detectar diferencias entre lo
existente y lo nuevo para saber cuales son los pro y los
contra de incluir o modificar el actual sistema
operativo y llevarlo a un sistema operativo en tiempo
real.

Para realizar la aplicacién del pasaje de un sistema
operativo de caracteristicas tradicionales a otro sistema
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operativo de tiempo real se debe basar en un estudio
exhaustivo de las diferencias existentes en cada uno de
ellos.

Esto nos llevo a la disyuntiva de tener que optar por
tres opciones: la primera es generar otro sistema
operativo de estudio; la segunda es establecer uno solo
gue permita la convivencia de los dos sistemas y la
tercera transferir el sistema operativo actual a un
sistema operativo en tiempo real exclusivamente. En
cada una de las opciones se incluye la aplicacion de
tecnologias adaptativas.

La primera opcién, generar otro sistema operativo,
tiene las siguientes desventajas:

a) Que al momento se estdn desarrollando
nuevas funcionalidades definidas para el
sistema operativo tradicional que esta pasando
por alguna de la siguientes etapas: de
escritura, de test o de implementacidn que no
podrian ser establecidas para el nuevo.

b) Realizar una copia del sistema operativo
tradicional para luego generar las estructuras
necesarias para convertirlo en tiempo real no
nos garantizan que las mismas funcionen al
estar reestructuradas como servicios, para el
primero.

c) Que toda la programacion es desarrollada por
los alumnos que cursan la materia Sistemas
Operativos, lo que impide solicitar
modificaciones porque las mismas podrian
comprometer la cursada.

d) Generar dos sistemas operativos el
mantenimiento separado de los mismos
requeriria esfuerzos muy importantes que
demorarian la estabilidad del sistema.

e) Que se complica la posibilidad de realizar
comparaciones de performance y
funcionamiento entre ambos sistemas ya que
deberiamos proveer de un tercero que tomara
los datos de ambos para unificarlos y facilitar
las conclusiones.

La segunda, establecer un solo sistema operativo que
permita la convivencia de los demas, tiene los
siguientes puntos a favor:

a) Para que sea un sistema operativo didactico se
deben tener los dos sistemas ejecutandose de
acuerdo a las necesidades de los alumnos a fin
de que se puedan establecer las
comparaciones necesarias.

b) Permitiria realizar un mantenimiento mas
acorde a las fuerzas de desarrollo con que
cuenta el equipo reduciendo los tiempos de
test y de correccion que conlleva cada avance.

Por otro lado tiene como contrapartida los siguientes
puntos:
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a) Complica la instalacion del sistema operativo
debido a que el volumen del mismo hace que
tenga un peso importante

b) Es necesario que partes importantes del
Kernel que se desarrollaron y que son
compiladas en forma monolitica deban ser
compiladas en forma separadas para que los
mismos se brinden en funcion de servicios.

c) Que el punto anterior, en muchos de los casos
seria como generar un nuevo sistema
operativo.

La tercera opcion, convertir el actual sistema operativo
a uno de tiempo real tiene a favor:

a) Que nos permitiria fijar la atencién en un solo
desarrollo.

b) Que los nuevos sistemas operativos estan ya
préacticamente enrolados en esta caracteristica.

Tienen como contrapartida que:

a) En las catedras actuales de la materia Sistemas
Operativos se sigue trabajando obre sistemas
operativos tradicionales como punto de
partida.

Como consecuencia de lo expuesto se llegé a la
siguiente conclusién;

1) Generar una funcion mixta en la cual se
mantendria al sistema operativo tradicional
pero separando algunos servicios del Kernel
actual para que se encuentren ubicadas a nivel
de usuario, con el prop6sito de que las mismas
cumplan la funcion especificada y no influyan
en la performance de un modelo u otro.

2) Se decidio6 que se duplicarian las funciones de
los diferentes algoritmos para evitar que los
sistemas operativos deban ser compilados
cada vez que se quiera probar una funcion en
performance.

3) Aplicacion de tecnologias adaptativas para
permitir la transmutacién de uno a otro de los
algoritmos involucrados como también de la
eleccién del tipo de sistema operativo que se
quiere utilizar.

Se llegd a la conclusion de que era factible realizar, en
primera instancia, una conjuncion entre el Kernel del
sistema operativo vigente y agregar los algoritmos de
tiempo real utilizando para ello tecnologias
adaptativas.

Se realizaron los analisis correspondientes a los
diferentes algoritmos que se van a aplicar, teniendo en
cuenta que serdn en principio los mismos que se
utilizan en los sistemas operativos tradicionales, como
base de seleccion, para poder realizar comparaciones
necesarias con el objetivo de marcar las diferencias
entre los diferentes sistemas operativos.
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Sin embargo es propio aclarar que no todos los
algoritmos de planificacion pueden verificar todos los
eventos. Si tomamos como ejemplo los algoritmos
FIFO, SJFS o PRORIDADES (non-preemptive) no
pueden evaluar los cambios de estado ya que son
algoritmos no expropiativos lo que implica que
cambiar de algoritmo en medio de la ejecucion de un
proceso implicaria violar su integridad, porque al
cambiarlo en medio de su ejecucion se perderian los
beneficios que intrinsecamente cada uno tiene.

Por otro lado no son sensibles a la creaciéon de un
proceso, ya que estos se encolaran a través de su propio
criterio, pero no afectaran la ejecucion actual.

Como los eventos a utilizar serdan Unicamente
dependientes del Modo Actual y no al modo en que
solicitaran las transiciones serd posible codificar
funciones en el SODIUM que automaticamente
monitoreen los eventos necesarios segun el algoritmo
de ejecucidn. Asi no hara falta incluir eventos como
condiciones de la tabla de decision final.

Una de las caracteristicas méas importantes del proyecto
es que la codificacién de los mddulos principales que
implementaran en el sistema operativo serd realizada
por los alumnos que cursan la materia Sistemas
Operativos Avanzados.

Esto implica un consumo de tiempo elevado, debido a:

e Que los alumnos interactian con otras
materias y con sus responsabilidades laborales
lo que determina una carga importante en el
desarrollo del sistema operativo.

e Que los nuevos cursos deben tener
capacitacion sobre lo ya desarrollado para
poder continuar con la generacion del sistema
operativo.

e Generar los trabajos practicos necesarios para
un normal desarrollo del proyecto.

Se presenta entonces la necesidad de acortar tiempos
para que el producto pueda estar disponible en un lapso
prudencial para que cumpla con los requerimientos
para los que fue ideado, siendo la responsabilidad del
equipo de investigacion de generar los puentes
necesarios para amalgamar los diferentes programas
generados por los alumnos, como el de preparar la base
necesaria para que los préximos cursos puedan
continuar con la tarea emprendida.

Uno de esos puentes es la de construir una biblioteca
que localice y circunscriba los desarrollos referentes a
tiempo real

PROBLEMAS A RESOLVER

La generacion de una biblioteca de tareas que permita
el control de planificaciones estéaticas en tiempo real se
constituy6 en un trabajo de gran envergadura por los
inconvenientes que se presentaron en la misma.
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En un principio la generacién de procesos de poca
complejidad e independientes a los que se les asigné un
prioridad externa, y sin posibilidades de modificacion
(prioridades internas) pareci6é ser un elemento simple
pero posteriormente se fue complicando en forma
escalonada.

La biblioteca esta basada en un planificador de
caracteristicas expulsivas (premptive) que provee una
significativa garantia cuando ciertas condiciones de
utilizacion del procesador son reunidas.

En principio las caracteristicas de construccién de la
biblioteca se establecieron en base a programas escritos
en lenguaje C que interactuaban en area del Kernel del
sistema operativo lo que para programas de usuario
cortos no presentaban problemas teniendo un tiempo
de respuesta interesante por ser una primera
aproximacion, aunque pas6 a ser lento cuando se
incorporaron procesos usuario mas sofisticados. Esto
hizo que wuna de las premisas establecidas
anteriormente (cambio de tarea — context switch — nulo
o despreciable) no se cumplieran, por lo que se esta
pasando a una coleccion de procesos livianos, en los
cuales los hilos trabajen en area de usuario para
obtener una mayor velocidad de respuesta y minimizar
los tiempos de context switch, con lo que esperamos
lograr una eficiencia maxima.

La biblioteca de tareas comprende un planificador rate
monotonic que puede proporcionar una planificacion
eficiente cuando se cumplen ciertas condiciones en la
utilizacion del procesador.

La diferencia entre un sistema de computacion en
tiempo real y un sistema de computacion de propdésitos
generales se encuentra no en las especificaciones de
performance, pero si en la importancia que cada
sistema, en lo referente a tiempos, tiene como
consideraciones.

En aplicaciones de tiempo real la exactitud de una
computacion depende no solo del resultado de la
computacion sino también del tiempo en que las salidas
son generadas.

Pensamos que para poder medir la importancia del
desarrollo de la biblioteca tenemos que tener en cuenta
los siguientes puntos:

a) Velocidad predecible para la respuesta a
eventos urgentes.

b) Alto grado de planificacion. Definida
planificacién como el alto grado de utilizacién
de recursos o el menor tiempo de
requerimientos que puedan ser garantizados
para todos los procesos intervinientes.

c) Estabilidad bajo carga transitoria. Cuando el
sistema es sobrecargado por eventos, el
cumplimiento de todos los plazos se hace
imposible. Es en este caso en que la
biblioteca debe garantizar los plazos para
tareas criticas.
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Un sistema operativo de tiempo real debe satisfacer
estas aplicaciones de computacion con plazos
implicitos, a través de la fuerza bruta implementada a
través de hardware o por un golpe de suerte.
Histéricamente los mas recientes sistemas operativos
de tiempo real intentan ser “realmente rapidos” en
lugar de ser de “tiempo real”. Esto es simple de
explicar pero no tan simple de implementar. Lo ultimo
significa que la ejecucion en tiempo de los servicios y
las operaciones internas de un sistema operativo se
ejecuten lo méas rapidamente posible, para minimizar el
tiempo de ejecucion promedio y de esa manera tener
un relativamente predecible limite superior para el peor
caso de tiempo de ejecucion.

También hay que tener en cuenta que esos supuestos a
menudo no son explicitamente identificados o siquiera
conocidos. Cada sistema puede operar
satisfactoriamente en tiempo real y proveer soluciones
especificas para ciertas aplicaciones.

Tradicionalmente, un sistema en tiempo real usa
funciones ciclicas para planificar hilos de ejecucion
concurrentes. Bajo este acercamiento, un programador
puede establecer una linea de tiempo de ejecucién a
mano para serializar la ejecucion de secciones criticas
y reunir plazos de tareas.

Todo esto viene a establecer que las funciones
manejables para sistemas simples se torna
terriblemente inmanejable para sistemas grandes.

Todo esto implica un doloroso proceso de desarrollo de
cddigo de modo que se ajuste a los intervalos de
tiempo de un ciclo ejecutivo asegurando al mismo
tiempo que la seccidn critica de diferentes trabajos no
se intercalen.

Conclusiones

El trabajo debe ser continuado con un proyecto que
abarque desarrollos para mas de un procesador y con
un incremento del grupo de investigacién para poder
unificar las diferentes investigaciones que estan
produciendo los alumnos, que divididos en distintos
grupos, generan mas informacién que la que el grupo
puede concentrar, lo que hace lenta la aparicion de
nuevas versiones del sistema operativo SODIUM
completas, ya que la prioridad de las incorporaciones
se realiza de acuerdo a los proximos compromisos
asumidos con los nuevos cursantes

FORMACION DE RECURSOS HUMANOS
Se realizé:

e la primera transferencia de los conocimientos
obtenidos a los alumnos que cursan Sistemas
Operativos, ya que realizaron el anélisis de la
arquitectura y las distintos formatos de
gjecutables conjuntamente con el anélisis del
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SODIUM e intervinieron en el desarrollo de
los administradores.

e Transferencia de conocimientos a los
alumnos de Sistemas de Computacién 1l de la
Universidad de La Matanza y a los alumnos
de Sistemas Operativos de la Universidad
Tecnol6gica Nacional, Regional  Buenos
Aires.

o Publicacién de los avances en la investigacion
en dos congresos internacionales.

e Se prevé continuar con las publicaciones en
otros congresos internacionales

Se esta estudiando:

o el realizar convenios de colaboracion con
otras universidades nacionales estatales y
privadas de las cuales recibimos ofrecimientos
de colaboracion, con el objetivo de
intercambiar conocimientos y ampliar los
alcances del sistema.

En esta linea de investigacion tenemos:

e dos trabajos de la Maestria en informatica en
curso.
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Resumen

Para incorporar actividades virtuales en las carreras de
grado, los docentes de las universidades deben innovar
en sus practicas docentes y para ello deben desarrollar
competencias vinculadas con su preparacién y actitud
para la virtualidad.

En este trabajo se propone un algoritmo de
segmentacién, basado en el método del centroide o k-
means!, que agrupa a los docentes segiin su actitud
innovadora tomando en consideracion sus respectivas

preparaciones y actitud para la virtualidad.

Se toman como variables de entrada la Preparacion
(indice P) y la Actitud (indice Q), -valores a los que se
arriba mediante el calculo de indicadores disefiados ad
hoc- y se segmenta a los docentes identificando grupos o
clisteres homogéneos con respecto a su vocacion
innovadora, clasificandolos en Innovadores, Indiferentes

y Refractarios.

La informacidn a la que se arribe con el anélisis de los
datos que surgen de la segmentacidn propuesta puede
reducir la incertidumbre, por ejemplo, en relacién a la
toma de decisiones vinculadas con la seleccion de
docentes, la incorporacion de actividades online en las

materias y la capacitacion docente.

! Se ha tomado la adaptacién de Hartigan y Worng (1979, pp.
100-108) del k-means Clustering Algorithm, publicado

inicialmente por J.B. MacQueen en 1967.

Palabras clave: data mining; segmentacion; innovacion

universitaria; TIC, educacion virtual

Contexto

Se toma como caso de estudio a la Universidad CAECE
Mar del Plata, Republica Argentina, en una investigacion
llevada a cabo sobre carreras de grado en el marco del
cursado de la Maestria en Gestion Universitaria en la
Universidad Nacional de Mar del Plata, la que diera
lugar a la presentacion del Informe de Tesis aprobado en

noviembre de 2012.

Introduccién

Se han tomado como variables de segmentacion a los
indices P y Q, cuantificados para cada docente en el
marco de la investigacidon y se definieron las 3 categorias
o clusteres (Innovadores, Indiferentes y Refractarios),
identificadas a los fines del agrupamiento como A, By C
respectivamente, pues los profesores pueden clasificarse
en, al menos, tres categorias [8], quienes generalmente
tienen una actitud positiva hacia el uso de las TIC,
alientan a sus estudiantes a adquirir conocimientos
computacionales y por lo tanto aumentan los estandares
de la ensefianza y el aprendizaje en todo el sistema,
quienes asumen una posicion neutral con relacion al uso
de las TIC en la educacion y quienes tienen actitudes

negativas explicitas hacia todas las nuevas tecnologias.
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El modelo matematico disefiado ad hoc para cuantificar
la preparacion utiliza los indicadores nivel de uso de
TIC, formacién y experiencia en educacion virtual y
dominio de herramientas informaticas mientras que, para
calcular la actitud para la virtualizacién, se entendieron
necesarios los indicadores nivel de interés en el uso de
TIC, interés en formacién virtual, valoracion del vinculo

con las TIC y valoracién a la educacién virtual®.

La metodologia de segmentacion descripta en este
trabajo estd basada en el uso de heuristicas que
proporcionan una solucidn aproximada que se pretende
buena para esta situacion, que puede encontrarse en
tiempo y a costo razonables, que mejorara el proceso de
toma de decisiones reduciendo el nivel de incertidumbre.
Es una técnica estadistica bivariada, propia del Data
Mining, cuya finalidad es segmentar, dividir un conjunto
de elementos en grupos de modo que las caracteristicas
de sus elementos sean muy similares entre si, con fuerte

cohesidn interna y sean disimiles intragrupos.

Dado que cada segmento debia agrupar docentes con
caracteristicas similares fue necesario elegir una medida
para evaluar diferencias y similitudes. Una forma de
medir la similitud es calcular la distancia entre pares de
docentes. Por eso se tomaron los indicadores P
(Preparacion) y Q (Actitud) calculados a partir las
elecciones hechas por los docentes al responder el
cuestionario disefiado ad hoc. Una distancia reducida

implicard mayor similitud que una distancia mas amplia.

A partir del analisis del contexto de segmentacion y de
las caracteristicas del caso, se prefirid utilizar un método
no jerarquico, cuyo algoritmo particiona a partir de un
elemento central de cada clister o segmento, capaz de
conglomerar a los restantes elementos del grupo a partir

de minimas distancias, denominado método de centroide

2 \/er Informe de Tesis “Innovacién en educacion universitaria:
Factibilidad de incorporar actividades virtuales segun las

competencias docentes”, 2012.
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0 k-means, dénde k es un parametro que define el
namero de elementos centrales o centroides (medias
representativas de cada segmento) determinado por la
cantidad de grupos o clUsteres en que se desea segmentar
(k coincide con el nimero de segmentos).

El objetivo de este método no es encontrar un grupo
Unico y definitivo, sino ayudar a que el investigador
obtenga una comprensién cualitativa y cuantitativa de los
datos de modo de poder obtener grupos razonablemente

similares [6].

En algunos contextos de segmentacién se cuenta con
datos de entrenamiento para disefiar el modelo, los cuales
presentan un valor para la variable objetivo, es decir, los
elementos a clasificar, ya estan clasificados [9]. Para
estos contextos, son apropiados los sistemas de
clasificacion supervisados que proponen el disefio de
modelos a partir de los datos de entrenamiento. Para el
caso de estudio, por el contrario, es apropiada una

clasificacion no supervisada.

Por otra parte, el nimero de clisteres incluidos en la
segmentacién puede ser o bien desconocido, 0 bien,
conocido o dado por parametro. Los métodos propuestos
por muchos investigadores asumen esta Gltima situacion
contextual [6], [2], [1], [3], [5], coincidente con el caso

de estudio, en el que se han seleccionado 3 grupos.

Algunos autores [6], [1], [3], [10] proponen la eleccion al
azar de los centros iniciales y otros proponen puntos
iniciales depurados [2], [4], tal como ocurre en la
presente propuesta en la que se conoce qué
caracteristicas se consideran buenas para los resultados
pues se esta en presencia de un agrupamiento con

informacidn externa [9].

Asi, tratdndose de un agrupamiento para el que se
conocen de antemano las caracteristicas de cada cluster y
el rango de valores que pueden tomar las variables -datos
calculados a partir del modelo matemético disefiado ad

hoc que no presentaran valores extremos (outliers) que
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podrian dispersar los objetos del cluster-, se
seleccionaron de manera sistematica los centroides
iniciales, tomando 3 puntos equidistantes entre si y de los

limite superior e inferior de valores validos.

Desarrollo

El algoritmo “k-means” encuentra una categorizacion
que representa un valor 6ptimo segun el criterio elegido
[2], asignando a cada elemento el clister del centroide
mas proximo siguiendo el procedimiento que se describe

a continuacion:

O Seleccionar k cluster iniciales € &, conjunto de
cllsteres. En el caso de estudio, k =3y & ={A, B, C}

O ldentificar casos (elementos) con valores centrales
para definirlos como centroides iniciales de cada
segmento. Los centroides iniciales, en el caso de
estudio han sido definidos como A, B(g Y C(o)-

O Repetir los siguientes pasos hasta que no se
produzcan cambios significativos y no existan

elementos equidistantes a 2 0 mas centroides.

e Calcular las distancias Z de cada elemento a los 3

centroides iniciales.

o Clasificar a cada elemento en el grupo del centroide

mas cercano (con menor valor de distancia).

¢ Re-calcular los cluster iniciales promediando las
variables de segmentacidn de cada cluster, es decir,

obteniendo las medias de cada agrupacion.

o VVolver a clasificar los elementos asignandolo al

cluster del centroide mas cercano.

Formalmente, se puede definir el modelo de
segmentacién que se propone de la siguiente manera para
o, conjunto de docentes: Sea k, cantidad de segmentos
en los que se ha decido clasificar a los elementos w € ®
y 8, conjunto de clusteres, S; < ®, de la forma & =

{S1....., Sk}, se cumplen las siguientes condiciones:
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a. Si nSiI:® coni#i’

b. :(lei =
La primera condicion establece que, dados dos
segmentos S;, Si’, no pueden tener elementos comunes
(un docente no puede estar asignado a mas de un grupo)
y la segunda, que la unién de todos los segmentos S;
permite obtener al conjunto « de docentes y que, por lo
tanto, todo elemento w € ® debe ser asignado a un grupo

(todo docente debe ser situado en un segmento).
En consecuencia, se verifica que J, cantidad de

elementos de « coincide con la sumatoria de los jj

cantidades de elementos de los segmentos S;.

Ecuacion 1 — Calculo de J, cantidad de elementos de o

k
z Ji= J;
i=1
con J, cantidad de elementos de o, k cantidad de segmentos v jj

cantidad de elementos del segmento S;

El método debe encontrar una k-particion 6 = {S;, S,,
Ss}, donde se maximice las similitud de los j; elementos
de una particion con respecto a los indices P y Q

calculados para cada docente.

La maximizacion de la similitud de los elementos se ha
logrado obteniendo las minimas distancias Euclideas® al
cuadrado, es decir, mediante la suma de los cuadrados de
las diferencias de los indices de cada elemento a
clasificar y de los centroides definidos. Dicha distancia,
expresada como Z(X,, Y1), con X, un par ordenado (Py,
Q,) que representa al elemento w a clasificar, el cual
describe la preparacion y actitud del docente e y, el par

ordenado (Py, Qy) que representa al Centroide | de un

% La distancia Euclidea tradicional calcula la longitud de la
recta que une puntos en el espacio euclideo: d(x,y) =

(g —y)?
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segmento S;, es calculada con la siguiente funcion de

distancia de x,, a y;:

Ecuacion 2 — Funcién de distancia Z(X, Y1)
Z(XWJYI) = |Px _Py |2 + |QX - QY|2

con Py valor asignado al indice Preparacion del elemento
(docente) a clasificar, P, el valor asignado al indice Preparacion
del centroide respecto del cual se va a calcular la distancia, y
Qx Qy, valores equivalentes correspondientes al indice Actitud.

Se cumplen para la funciéon Z(x,, y) las siguientes
propiedades que generalizan en geometria la nocion de
distancia entre 2 puntos [1]:

&) Z(Xw, yN=0

b) ¥ w, Z(xw, Xw) = 0, la distancia entre un elemento y

si mismo es cero;
C)  Z(Xw, Y1) = Z(Y), Xw), la distancia es simétrica;
d) Z(Xw, Y1) < Z(xw, Xn) + Z(Xn, V1), la distancia verifica

la propiedad triangular.

La complejidad computacional del algoritmo K- means
propuesto es lineal y, por lo tanto, eficiente. Se puede
definir como O(2Jki) con J cantidad de docentes, k
cantidad de segmentos e i, nimero de iteraciones; el 2
representa la cantidad de variables sobre las que se

calcula la distancia Z(Xy, Yy).

Sea el centroide de un claster un elemento de la forma Y,
= (Py; Qy), en el caso de estudio se han tomado para los
grupos A, B, y C respectivamente, los siguientes

centroides iniciales:

Ag =(75;75)

Bo =(5,5)

Co = (2,5; 2,5)

Aplicando la funcién Z, la distancia de un elemento a
cada centroide se calcul6 de la siguiente manera, dénde
Qy representa el valor Q (Actitud) del docente x y P;, a su

valor P (Preparacion):

Z(xw; Ag) = Px- 7.5F + |(Qx- 7,5)°
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Z(%w; B() = [Px- 5[ + |(Q«- 5)°
Z(Xw; C(O)) = |Px' 215|2 + |(Qx' 215)2

Obtenidas las distancias de cada docente a cada
centroide, -representado por su par ordenado (Pyx; Qu)-,
se clasifico al docente asigndndole la categoria mas

cercana (con menor valor de distancia).

El algoritmo bésico K-Means propone [5], [4] calcular
las medias de las distancias de los elementos del clister y

obtener asi nuevos puntos centrales refinados.

Con los nuevos pares ordenados Ay, By y C() se debe
calcular nuevamente la asignacion de categoria de cada
caso provisionalmente clasificado. En consecuencia, se
redefine al centroide | del segmento S; que contiene j;
elementos como el promedio de las distancias de cada

elemento del segmento al centroide I:

Ecuacion 3 — Re-calculo del Centroide | de Segmento S;
l — ZZ(XWv YI)
ji

Con x,, cada uno de los pares ordenados (Px, Qy) que
representan elementos w e S;, y, par ordenado que representa al

centroide I que se re-calcula.

Este proceso de re-calcular los centroides tomando el
promedio de las distancias de los puntos del segmento,
re-calcular las distancias de los elementos y reasignar los
elementos a un grupo segun la distancia del elemento al
centroide, se debe repetir hasta que no se produzcan
clasificaciones dudosas y se puedan dar por clasificados
a todos los docentes.

Resultados y objetivos

Surge de la aplicacion del algoritmo que el 17,39% del
total de la muestra, -24 docentes-, fue incluido en el
cluster de los innovadores, la amplia mayoria del 53,62
% cayo en el segmento de Indiferentes y el 28,99% en el
de Refractarios.
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El Gréfico 1 muestra la clasificacion final de cada sujeto
de la muestra segln los valores del par ordenado (P; Q)
que lo que califican segln lo indicado precedentemente y
lo ubican en uno de los 3 segmentos definidos.

Gréfico 1- Segmentacion docente

Preparacidn (F)

Con la informacion generada a partir de la aplicacién del
algoritmo no sélo se podré reducir la incertidumbre al
momento de disefiar un plan de capacitacion docente.
También se podra observar la situacion de cada carrera
en relacion a la factibilidad de incorporar actividades
virtuales por contar ya con docentes preparados y con
actitud hacerlo,

positiva para pudiéndose en

consecuencia, mejorar el proceso de toma de decisiones.

Formacién de Recursos humanos

En noviembre de 2012, Lucia Rosario Malbernat obtuvo
el titulo de Magister en Gestion Universitaria que expide
la Universidad Nacional de Mar del Plata, presentando
en el Informe de Tesis el trabajo desarrollado en esta
linea de Investigacion, bajo la direccién del Ph D.

Nicolas Damaso Patetta.
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Resumen

En la presente linea de investigacion nos
proponemos utilizar el Adaptive Business
Intelligence (ABI) como herramienta de
extraccion de conocimiento en bases de
datos, para clasificar probabilisticamente y
con un grado de error aceptable, aquellas
causalidades del fracaso de los aspirantes a
sub oficiales de policia que ingresan en la
escuela de la fuerza. A partir de alli, generar
aplicaciones informaticas que permitan
evaluar al futuro aspirante y determinar
predictivamente su factibilidad de éxito en
la escuela.

Esto es posible, en concordancia con la
puesta en practica de una metodologia de
reciente creacion [RFM12, RDF13], la que
facilita el desarrollo de aplicaciones
basadas en Business Intelligence, favorece
el uso de métodos de prediccion y técnicas
de optimizacion.

Este andlisis de datos, para encontrar los
patrones que determinan las causalidades de
las bajas, lo realizaremos optimizando
aquello que se denomina Extraccion de
Conocimiento de Bases de Datos (KDD),
mediante una tecnologia actualizada a
través de la metodologia que la implementa
de manera simplificada y practica. Estas
causalidades principales, por las cuales los
aspirantes no culminan su formacion, se
encontraran de una manera probabilistica.

Contexto

El presente trabajo de investigacion se
encuentra enmarcado en una colaboracion
entre investigadores del Proyecto de
Incentivos “Ingenieria de Software para
clasificar patrones cognitivo conductuales.
Clasificacién taxonomica predictiva y su
impacto en la graduacion de los aspirantes a
la carrera de sub oficiales de policias”, de la
Universidad Nacional de La Rioja e
investigadores del Proyecto de Incentivos
“Ingenieria de Software: Conceptos,
Métodos y Herramientas en un contexto de
Ingenieria de Software en Evolucion”, de la
Universidad Nacional de San Luis.

Este trabajo de investigacion surge de la
aplicacion de la metodologia presentada en
su tesis de Maestria en “Ingenieria de
Software” en la Universidad Nacional de
San Luis por uno de los autores de este
trabajo [RFM12, RDF13].

Palabras clave: Data Mining, Adaptive
Business Intelligence, Cognitivo
Conductual, Psicometria.

Introduccion

El Business Intelligence se nutre de grandes
volimenes de datos para permitir que los
usuarios y aplicaciones accedan a ellos y
los usen para realizar toma de decisiones
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[WATO07] [AYAO06] [REIO0]. Es asi que
metodologias como CRISP-DM [CHAO00]
[GUTO07] [AZE08], SEMMA [SAS11]
[TAA1l] vy, en general, el KDD Process,
nos introducen al proceso utilizado para
alcanzar tal objetivo por medio del uso de
técnicas de Mineria de Datos. En particular,
la metodologia ABI a seguir [RFM12,
RDF13], desde un punto de vista integrador
y a partir de metodologias de data mining
comunes, propone una serie de pasos a
seguir, necesarios para alcanzar los
resultados esperados. Su aplicacién para el
analisis prospectivo, avanza mucho mas alla
del razonamiento basado en eventos
pasados que proveen las herramientas
tipicas de los sistemas de soporte a las
decisiones. El conocimiento obtenido se
potencia al aplicar esta metodologia,
pudiendo  responder  preguntas  de
dificultosa resoluciéon o que demandan
excesivo tiempo.

Con esta tecnologia se pretende encontrar
las causalidades para su aplicacion
predictiva probabilistica en nuevos casos.
Como lo indica Deshpande [DES10] el data
mining predice tendencias futuras y
eventos, ayuda a las organizaciones a la
toma de decisiones proactivas basadas en
conocimiento.

Teniendo en cuenta lo dicho anteriormente,
creemos que los algoritmos de mineria de
datos se pueden usar para reducir los costos
en la academia de policia de manera
significativa.

Este uso de mineria de datos en la
determinacion de perfiles psicologicos
adecuados, es una aplicacion con gran
potencial, ya que la informacion psicoldgica
es compleja y dificil de analizar.

Resultados y Objetivos

Este trabajo de investigacion tiene como
objetivo principal aplicar una metodologia,
basada en las estructuras conceptuales de
Adaptative Business Intelligence a un caso
particular que sirva de referencia para su
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aplicacion posterior a otros dmbitos de las
fuerzas de seguridad.

Esperamos que mediante el uso y las
aplicaciones de  Adaptive  Business
Intelligence en contextos predictivos, nos
sea posible determinar probabilisticamente
y con un grado de error aceptable, aquellas
causalidades del fracaso de los aspirantes a
policias que ingresan en la escuela de la
fuerza tomando como premisa los patrones
cognitivo conductuales y su clasificacion
taxonomica.

El trabajo lo llevaremos a cabo a partir de
casos de estudio, y de bibliografia de
referencia que permitan facilitar el uso de
métodos de prediccion.

Durante el proyecto se prevé utilizar las
herramientas de Inteligencia Atrtificial
avanzada siguiendo los lineamientos
establecidos en la metodologia mencionada,
para  encontrar  respuestas a una
problematica que se presenta en la instancia
preliminar de formacion de la policia en su
escuela de sub-oficiales. Este problema se
manifiesta como fracaso en la continuidad
de los estudios que los policias deben
aprobar para alcanzar la condicion de tales.
Los datos relacionados con el problema nos
permitiran constatar que el fracaso de los
estudios en las escuelas de policias, es un
fendmeno con multiples origenes, tanto
sociales, culturales como del perfil
psicologico de los aspirantes o de sus
aspectos académicos. El resultado de la
clasificacion resulta en dos clases: “Apto” y
“No Apto”, concordando con la evaluacion
que el profesional del area de Psicologia
Organizacional determina de manera
analitica en cada ficha de aspirante.

Ante este escenario, la aplicacion de la
nueva metodologia ABI, facilitard la
produccién de conocimiento a partir del
aprendizaje y del descubrimiento.

Desarrollaremos durante el proyecto, las
actividades necesarias para normalizar los
datos de tests psicométricos, pertenecientes
a historiales existentes de los policias
aspirantes a la academia de sub oficiales de
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policia de La Rioja. Posteriormente, sobre
estos casos aplicaremos la Metodologia
Adaptive  Business Intelligence en
contextos Predictivos [RFM12, RDF13]. A
través de la aplicacion de las tecnoldgicas
informéaticas analizaremos el problema
particular del fracaso de los ingresantes a la
escuela de sub oficiales buscando encontrar
patrones asociados a la misma.

Para el desarrollo de la aplicacion
predictiva, en este caso, trabajaremos con
datos de aspirantes de la escuela de policia
de La Rioja en el periodo que va del afio
2005 al afio 2010. Estos datos corresponden
a personas reales, de las cuales se preserva
su identidad, conservados en un archivo
profesional cuyo acceso esta restringido a
estos estudios.

En una etapa posterior, correlacionaremos
los resultados arrojados  por  los
instrumentos de evaluacion psicométrica
con los perfiles de aptitud de los sub
oficiales de policia. Estos resultados nos
serviran asimismo para analizar la calidad
de prediccion de los modelos generados
[PALO5].

Buscamos de esta forma facilitar el
desarrollo informéatico y, mediante Ila
aplicacion de esta metodologia en wun
trabajo interdisciplinario, demostrar su
eficacia en un marco orientado a
herramientas de extraccion de
conocimiento, usando problemas reales
como eje ilustrativo de su aplicacion.

En relacion a los aspectos psicométricos
sobre los cuales se han realizados las
mediciones a los aspirantes — sujetos de las
pruebas que son fuente de informacion para
el proyecto- existe una amplia bibliografia
al respecto, cuyo basamento cientifico esta
ampliamente demostrado [CUE93].

Se conoce que el indice de bajas figura
como indicador de calidad y tiene una gran
incidencia en el costo operativo del
funcionamiento de las fuerzas policiales, ya
que de la masa inicial que ingresa a las filas
como aspirantes, un reducido porcentaje
logra alcanzar la finalizacion exitosamente;
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de alli la importancia de contar con
indicadores para una deteccion precoz.

Lineas de
Desarrollo

Investigacion vy

La linea de investigacion aqui presentada,
la cual esta siendo llevada adelante entre
investigadores del proyecto de incentivos
de la Universidad Nacional de La Rioja,
“Ingenieria de Software para clasificar
patrones cognitivo conductuales.
Clasificacion taxonomica predictiva y su
impacto en la graduacion de los aspirantes a
la carrera de sub oficiales de policias.” e
investigadores del Proyecto de Incentivos
“Ingenieria de Software: Conceptos,
Meétodos y Herramientas en un contexto de
Ingenieria de Software en Evolucion”, de la
Universidad Nacional de San Luis, se trata
de la continuacion de una colaboracion
existente entre ambas instituciones. Dicha
linea de investigacion surge de la aplicacion
de la metodologia ABI [RFM12, RDF13],
la cual fue desarrollada como tesis de
Maestria en Ingenieria de Software de la
Universidad Nacional de San Luis por uno
de los autores de este trabajo.

Formacion de Recursos

Humanos

El presente trabajo surge como una de las
tantas  aplicaciones posibles de la
metodologia desarrollada en un trabajo de
tesis de posgrado (Maestria en Ingenieria de
Software de la Universidad, Nacional de
San Luis). La misma ha sido recientemente
defendida, y ha facilitado el desarrollo de
proyectos de investigacion entre
investigadores de la Universidad Nacional
de la Rioja y de la Universidad Nacional de
San Luis, bajo un acuerdo entre ambas
universidades.
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Resumen

Internet puede verse desde hace algunos anos
como un flujo constante de informacién. Esto se
debe en gran parte al contenido producido en las
redes sociales. Dicha cuestion puede apreciarse,
por ejemplo, en las plataformas de microblog-
ging y dentro de ellas sobre todo en Twitter.
Entre las caracteristicas mas importantes de es-
ta plataforma se encuentran los Trending Topics,
que son un listado de frases, términos y etiquetas
relacionados a los temas emergentes mas popu-
lares en la red social en determinado momento.
Asi, teniendo en cuenta las cuestiones previa-
mente mencionadas, cabe preguntarse si el hecho
de que cierto tema sea Trending Topic, influye
de algin modo en el volumen de consultas que
recibe un motor de bisqueda sobre dicho tema.
Este proyecto propone explorar y analizar dicha
cuestién y su aplicacién en la mejora de los al-
goritmos de busqueda.

Palabras clave: redes sociales, motores de
busqueda, trending topics.

Contexto

Esta linea de investigacion se encuentra en
el marco del proyecto “Modelos y Algoritmos
de Busqueda + Redes Sociales para Aplicacio-

nes Verticales de Recuperacién de Informacion”,
presentado oportunamente [11]. El mismo perte-
nece al Departamento de Ciencias Basicas de la
Universidad Nacional de Lujan.

Introducciéon

Desde hace ya algunos anos, algunos servi-
cios de Internet pueden verse como un flujo de
informacion en tiempo real, lo cual implica agre-
gar una componente temporal a la visién que se
tiene de la red [1]. Esto puede apreciarse, por
ejemplo, en los servicios de microblogging, los
cuales apuntan a una necesidad de comunicacion
diferente de la de los blogs “tradicionales”: la co-
municacién rapida. Dado que la longitud de las
publicaciones se encuentra fuertemente limitada,
se requiere menos tiempo para la generacion de
contenido, lo cual conlleva a que la frecuencia
de publicaciéon sea mucho mayor respecto a la
de los blogs tradicionales [4]. Un caso concreto
de microblogging es Twitter. Este es un servicio
basado en lo que se denominan tweets. Un tweet
es un mensaje cuya longitud méaxima es de 140
caracteres. De acuerdo a datos oficiales de Twit-
ter!, sus usuarios generan mas de 95 millones de
tweets por dia, lo cual sugiere la validez de la

thttp://blog.twitter.com/2010/12/to-trend-or-not-
to-trend.html
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vision mencionada de Internet.

Los tweets poseen una serie de caracteristicas
que son importantes. En primer lugar, pueden
contener uno o méas simbolos hashtag (“#”). Es-
tos son utilizados para etiquetarlos con palabras
claves o temas?. Por otro lado, en un tweet es
posible mencionar a otros usuarios. También, es
importante destacar a los Trending Topics (Ten-
dencias). Esto es un listado de frases, términos y
hashtags relacionados con los temas mas popula-
res en la red social en un determinado momento.
En la entrada del blog oficial de Twitter mencio-
nada anteriormente, se afirma que el algoritmo
encargado de identificar las tendencias se enfoca
principalmente en los temas sobre los que “mas
se habla” en la inmediatez mas que en los te-
mas sobre los que se hablé. En otras palabras,
intenta identificar las “publicaciones de ultimo
momento” y no solamente lo popular; prioriza
que el tema sea novedoso sobre la popularidad.
Para ello, tiene en cuenta dos factores: el volu-
men de los términos mencionados en Twitter y
su velocidad en el crecimiento. Por defecto, las
tendencias se determinan de forma personaliza-
da para cada usuario en base a los usuarios que
sigue y a su localizacién. Sin embargo, un usua-
rio puede optar por obtener Trendings Topics
de forma no personalizada, en base a su regién
geografica.

Sobre el escenario de Internet también se en-
cuentran los motores de buisqueda, herramientas
indispensables para el acceso al contenido en la
red. Teniendo en cuenta ademas, que los datos
e informacién en la web son cada vez mas ricos
y complejos, se hace necesario disponer de los
mismos en tiempo y forma. En consecuencia, la
busqueda se ha convertido en un proceso clave
y central en la web. Esto se traduce en que los
motores de busqueda deban responder millones
de consultas (queries) por dia, lo cual implica

Zhttps:/ /support.twitter.com/articles/49309-what-
are-hashtags-symbols#
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eficiencia y efectividad para poder otorgar a los
usuarios respuestas relevantes lo mas rapido po-
sible [12].

Existen diversos estudios acerca de Twitter.
En [4] se estudia al servicio desde el punto de
vista estructural y del contenido. Una publica-
cién posterior [6] amplia dicha caracterizacion.
En [7] se exponen las caracteristicas topoldgi-
cas del servicio de microblogging y se sugiere
que gran parte (85%) de los Trending Topics
estan relacionados con las noticias del momento
o con aquellas que son persistentes en el tiempo
y que una gran porcién (31 %) de los mismos du-
ra aproximadamente un dia. Ademas se concluye
que los usuarios tienden a “hablar” sobre dichas
noticias. En [2], también estudian los Trending
Topics y se afirma que aquellos con grandes du-
raciones estan caracterizados por la naturaleza
“resonante” del contenido de sus tweets asocia-
dos, el cual proviene, generalmente, de los me-
dios de comunicacién tradicionales. De este mo-
do, Twitter se comporta como un amplificador
selectivo del contenido generado por los medios
tradicionales mediante cadenas de retweets. En
[10] se compara la tarea de bisqueda de los usua-
rios en Twitter respecto a la misma en los mo-
tores de busqueda y se concluye que los usuarios
utilizan Twitter para monitorear un tema y la
Web para aprender mas acerca del mismo.

También, es conocido el uso de esta red para
expresar opiniones acerca de diferentes temas, lo
cual se ha traducido en gran cantidad de articu-
los que plantean diferentes enfoques sobre como
realizar Mineria de Opinion sobre la red social,
como por ejemplo, [14] o [9].

Sin embargo, aun no esta clara la relacion
entre los motores de busqueda y las redes socia-
les, por lo que en esta linea de investigaciéon se
trabaja sobre las siguientes cuestiones:

1. El hecho de que cierto tema sea Trending
Topic, jInfluye de algiin modo en el volu-
men de consultas que recibe un motor de
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2. Caracterizacion del volumen de trafi-

busqueda sobre dicho tema?

co en un motor de biisqueda median-

2. (Es posible emplear esta informacién de te métodos indirectos: esta linea pre-
la red social para “optimizar” el algorit- tende intentar establecer el impacto en la
mo de busqueda, por ejemplo, utilizandolo carga de trabajo de un conjunto de con-
para refinar las politicas de reemplazo de sultas a un motor de biisqueda. Como esta
una memoria caché o el prefetching [5] de informacién es propietaria de los provee-
resultados? dores de los servicios de bisqueda (se los

3. De igual manera, ;Se podrfa aplicar dicha caracteriza como “ambientes no cooperati-

Lineas de investigacion y desa-

informacion en el proceso de desambigua-
cion del sentido de una consulta?

rrollo

Las hipdtesis presentadas en la seccién an-
terior sugieren las siguientes lineas de investiga-

cion:

1.

Caracterizacion de los Trending To-
pics: en esta linea se pretende determinar
propiedades de los Trending Topics que
son utiles en relacién con las tematicas pro-
puestas. Una primer problematica es cla-
sificar el contenido que intentan describir
los Trending Topics, dado que es conoci-
do que no todos los usuarios utilizan la
red social con los mismos objetivos [4] y
el espectro de temas abarcados por la mis-
ma es virtualmente ilimitado. En este sen-
tido, también es importante estudiar los
periodos en los que se encuentran activos,
sus repeticiones en el tiempo, el porcentaje
de usuarios que participan en los mismos,
entre otras cuestiones. Aqui también pue-
de enmarcarse el proceso de derivacion de
consultas desde los Trending Topics. Este
proceso puede ser determinante en los re-
sultados, dado que no siempre esta claro el
tema que representa. El parsing del mismo
puede ser problemético e incluso generar
consultas ambiguas.

vos” [8]), se requieren métodos “externos”
que permitan obtener aproximaciones vali-
das. Este problema ha sido abordado en el
area de Recuperacién de Informacién Dis-
tribuida para obtener descripciones de los
recursos objetivo (por ejemplo, Query Ba-
sed Sampling [3]). Esta idea ya ha sido ex-
plorada inicialmente en nuestro proyecto
(se presenta en la proxima seccién).

. Algoritmos que exploten los featu-

res de los Trending Topics para la
desambiguacion del sentido de una
consulta: multiples elementos se tienen en
cuenta a la hora de decidir el ranking fi-
nal de una consulta para un usuario parti-
cular. Se sabe que su historial de busque-
da e informacién de perfil son indicadores
de preferencias tematicas, utilizados por
ejemplo, para el proceso de desambigua-
cién. Se considera explorar si la informa-
cién proveniente de una red social aporta
a este proceso.

. Modelos de caching y prefetching que

usan la informacion de los Trending
Topics para tomar decisiones que me-
joren la performance: estas dos técni-
cas son ampliamente usadas en el ambito
de los motores de busqueda y permanen-
temente se estudian nuevas estrategias. El
uso propuesto puede permitir mejoras par-
ticulares bajo ciertas circunstancias, por
ejemplo, busquedas en tiempo real.
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Resultados y objetivos

Sobre estas lineas de investigacién se ha co-
menzado a trabajar y se han obtenido algunos
resultados prometedores. Se realiz6 una expe-
riencia de pequena escala sobre los Trending To-
pics de Twitter para Argentina durante una se-
mana. Por otro lado, se observaron las tenden-
cias de evolucion de algunas consultas mediante
Google Trends y se aplicaron tres métricas que
apuntan a cuantificar el impacto de la red social
en un motor de busqueda:

1. Variaciéon porcentual del interés de la
consulta derivada para un Trending
Topic respecto al dia anterior: esta
métrica intenta capturar el hecho de que
si los Trending Topics influyen en el vo-
lumen de consultas, entonces debe existir
una diferencia significativa en el interés en
dicha consulta cuando el tema es Trending
Topic y cuando no lo es.

2. Cuantifiacién del cambio en la ten-
dencia que experimenta cierta con-
sulta derivada cuando el tema se con-
vierte en Trending Topic, respecto a
su tendencia en los n dias anteriores.

3. Algoritmo de deteccién de picos (burst 3]

detection): este algoritmo fue utilizado
de acuerdo a [13]. Aqui se intenta demos-
trar que el dia que un tema es Trending
Topic, registra un pico en la aparicion de
consultas en el motor de bisqueda.

Los resultados preliminares muestran que apro-
ximadamente el 70% de las consultas aumen-
tan su volumen de trafico cuando aparecen como
Trending Topic en Twitter y en aproximadamen-
te el 60 % de los casos este crecimiento supera el
40 % respecto al dia anterior.
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Formacion de Recursos Hu-
manos

Esta linea de investigacion surgié de una Pa-
santia Interna Rentada (PIR) de la UNLu que
el primer autor realizdé en el proyecto en que
estd inserta (Ver “Contexto”) bajo la supervi-
sién de Prof. Gabriel Tolosa. Durante dicha pa-
santia surgieron varias direcciones futuras, por lo
que el primer autor va a desarrollar su Trabajo
Final de Licenciatura en Sistemas de Informa-
cién en esta area y se prevé incorporar un nuevo
pasante durante el ano en curso.
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Resumen

En el ambito educativo es evidente la
necesidad de disponer de sistemas de
gestibn que permitan tomar decisiones
académicas y elaborar estrategias a
partir del conocimiento oportuno, ya que
esto no solo incide directamente sobre la
funcionalidad de los departamentos
académicos, u otras cuestiones internas,
sino que también podrian incidir sobre
actividades como las evaluaciones vy
acreditaciones de instituciones vy
carreras. Entre los problemas mas
complejos que enfrentan las instituciones
de educacibn podemos mencionar:
mejorar la calidad académica, disminuir
la desercion y la reprobacién, evitar el
atraso estudiantil y los bajos indices de
eficiencia relacionado con las tasas de
graduacién. Esto requiere gestionar
estrategias y tomar medidas frente a
estos acontecimientos; para ello es
posible recurrir al proceso denominado
Mineria de Datos Educacional (MDE), es
decir, la aplicacibn del proceso de
Descubrimiento o  Extraccion  de
Conocimiento en Bases de Datos (KDD)
en ambito educativo.

En el presente trabajo se describe y
expone la aplicacion del proceso KDD
(por su siglas en inglés), conocido como
Mineria de Datos (MD) en un entorno
educativo, mas precisamente a la
informacion académica de la Universidad

Gaston Dachary (UGD). EI proceso
consiste en una serie de etapas que
parten de la seleccién y captura de los
datos, pasando por una serie de
actividades relacionadas a la integracion,
recopilacion y el filtrado de los mismos
(pre-procesamiento), para luego ser
procesados, analizados y evaluados
hasta obtener conocimiento adicional.
Para ello, es necesario llevar a cabo un
proceso iterativo que incluye numerosas
consultas de seleccion a la base de
datos, depuracion de los datos,
utilizacion de diferentes criterios de
representacion; también se aplican
diferentes técnicas y algoritmos de MD,
tanto descriptivas como predictivas.

Palabras clave: Descubrimiento de
Conocimiento en Bases de Datos (KDD),
Mineria de Datos Educativos (EDM),
Rendimiento Académico, Herramientas
de Mineria de Datos.

Contexto

El presente proyecto de investigacion se
encuentra dentro de una linea de
investigacion iniciada con la Tesis de
Grado titulada “Explotaciéon de Datos
Académicos a través de la Aplicacion de
Técnicas de Mineria de Datos en Weka”,
de la carrera Ingenieria en Informéatica
con Orientacion a Sistemas de
Informacion de la Universidad Gaston
Dachary (UGD). La tesis derivé en una
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postulacién y adjudicacion de beca de
investigacion financiado por el Comité
Ejecutivo de Desarrollo e Innovacion
Tecnoldgica (CEDIT), bajo la
denominacion: “Exploracion de datos
académicos para la determinacion de
causas de desercion universitaria a
través de la aplicacién de Técnicas de
Mineria de Datos”.

Introduccidn

Actualmente la sociedad se encuentra en
la denominada era de la informacion,
donde dia tras dia se incrementa
significativamente la cantidad de datos
almacenados en diferentes fuentes,
estructuras y  formatos.  Empero,
contrariamente a lo se espera, esta
expansion de datos no siempre supone
un aumento de conocimiento, puesto que
procesarlos con los métodos clasicos
resulta ser en muchos casos imposible o
sumamente tedioso y con resultados
superficiales e insatisfactorios. De modo
gue nos enfrentamos actualmente a la
paradoja de que, cuantos mas datos
estan disponibles, menos informacion se
tiene, y algo peor que no tener
informacién disponible es tener mucha y
no saber qué hacer realmente con ella.
La clave evidentemente esta en tener la
informacién adecuada, en el lugar y
momento oportuno, y asi incrementar la
efectividad de toda organizacion. La idea
clave es que los datos contienen mas
informacién oculta de la que se ve a
simple vista, por lo que hay que
“torturarlos hasta que ellos confiesen” [1],
gue es una explicacion informal de la
actividad que se realiza mediante la,
denominada Mineria de Datos (MD).

La Mineria de Datos (MD), entre otras
técnicas, utiliza Inteligencia Artificial para
encontrar patrones y relaciones entre los
datos, permitiendo la creacién de
modelos y representaciones abstractas
de la realidad. La MD es una etapa
dentro del proceso mayor llamado
Descubrimiento de Conocimiento en
Base de Datos (KDD), aunque en la
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mayoria de los entornos, ambos términos
se usan de manera indistinta. El proceso
completo de KDD incluye entre otras
cosas, la preparacion de los datos y la
interpretacion  de  los  resultados
obtenidos, los cuales dan un significado
a los patrones identificados por las
técnicas y algoritmos de MD. Asi el valor
real de los datos reside en la informacion
que se puede extraer de ellos,
informacibn que ayude a tomar
decisiones o] mejorar nuestra
comprension de los fendmenos que nos
rodean [2]. KDD es el “proceso no trivial
de identificar patrones validos,
novedosos, potencialmente Utiles y, en
dltima instancia, comprensibles a partir
de los datos”, relevantes y nuevos sobre
un fendmeno o actividad mediante
algoritmos  eficientes, dadas las
crecientes ordenes de magnitud en los
datos [3]. Las metas son: procesar
automaticamente grandes cantidades de
datos crudos, identificar los patrones mas
significativos y relevantes, presentarlos
como conocimiento apropiado para
satisfacer las demandas del usuario. El
conocimiento se obtiene para llevar a
cabo acciones, ya sea incorporandolo
dentro de un sistema de desempefio o
para almacenarlo y reportarlo a los
interesados, en este sentido, implica un
proceso interactivo e iterativo.

Lo que en verdad hace la MD es reunir
las ventajas de varias disciplinas como la
estadistica, la inteligencia artificial, la
computacién gréfica, los sistemas de
bases de datos y el procesamiento
masivo, principalmente usando como
materia prima las bases de datos de las
organizaciones. La MD como etapa en el
proceso de KDD es el “paso consistente
en el uso de algoritmos concretos que
generan una enumeracion de patrones a
partir de los datos pre-procesados” [3].
Se coleccionan los datos y se espera que
de ellos emerjan hipétesis. Se busca que
los datos describan o indiquen por qué
son como son. Luego entonces, se valida
esa hipétesis inspirada por los datos en
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los datos mismos, serd numeéricamente
significativa, pero experimentalmente
invalida. De ahi que la MD debe
presentar un enfoque exploratorio, y no
confirmador. Usar la MD para confirmar
las hipétesis formuladas puede ser
peligroso, pues se estd haciendo una
inferencia poco valida [4] [5].

La desercion, el rezago estudiantil y los
bajos indices de eficiencia terminal se
encuentran entre los problemas mas
complejos y frecuentes que enfrentan las
Instituciones de Educacién Superior.

La Mineria de Datos Educacional (EDM)
es una disciplina emergente, preocupada
por el desarrollo de métodos para
explorar las caracteristicas singulares de
los datos que provienen de entornos
educativos, y utilizar esos métodos para
comprender mejor el desempefio de los
estudiantes, y las condiciones en las
cuales ellos aprenden [6][7][8]. Es el
proceso de transformar los datos en
bruto, recopilados por los sistemas de
ensefianza, en informacion util que
pueda utilizarse para tomar decisiones y
responder preguntas de investigacion
[8][9[10][11]. La aplicacion de la MD en el
ambito de la ensefanza, tiene como
objetivo obtener una mejor comprension
del proceso de aprendizaje de los
estudiantes y de su participaciéon global
en el proceso, orientado a la mejora de la
calidad y la eficiencia del sistema
educativo [10][12]. A partir de toda la
informacién disponible, las diferentes
técnicas de MD pueden ser aplicadas a
fin de descubrir conocimiento util que
ayude a mejorar el proceso educativo,
siendo este conocimiento muy diverso.
Esta dirigida a los alumnos, profesores o
autoridades académicas, quienes a partir
de ella pueden identificar tres tipos de
objetivos: pedagégicos (ayuda en el
disefio de contenidos didacticos, mejoras
en el rendimiento académico de los
alumnos), de gestion (optimizar la
organizacibn 'y mantenimiento de
infraestructuras educativas, &areas de
interés, cursos mas solicitados) vy

comerciales (permite realizar
segmentacion del mercado y facilita la
captura de alumnos) [10].

Lineas de investigacion y
desarrollo

El trabajo de investigacion sigue la
estructura del Procedo KDD, que costa
de cinco fases (Figura 1).

Integracién y
r ______ recopilacién
Almacén de dafos
1
! Limpieza, transformacién,
Ir==——— - exploracion v seleccion
1 ¥
Datos Seleccionados
1
(Vista Minable)
1
1 -
I A= == - - Mineria de Datos
1
I ++
Patrones ++

1 + _
1
'Q- Evaluacion e

_______ interpretacion

Decisiones /\/

Figura 1: Fases del Proceso de KDD [13]

Durante el desarrollo del proceso de
KDD, suele ser necesario interrumpir en
algun punto de las fases del proceso y
volver a comenzar en alguno de los
pasos anteriores, siendo asi un proceso
iterativo e interactivo necesario para
lograr una alta calidad del conocimiento a
descubrir [3].

La fuente de datos proviene de la
informacién académica de la UGD, datos
proporcionados al ingreso (personales y
antecedente de estudio a la institucién) y
durante el lapso de sus estudios en la
institucion; con la debida proteccién de
datos personales, sin identificacion de
individuos, descartando cualquier
informacién que pueda identificar directa
0 indirectamente a los alumnos (DNI,
Apellidos, Matriculas, etc.), creando una
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vista minable con las caracteristicas
(atributos) de las titulaciones
seleccionadas, una coleccibn de
individuos, en este caso alumnos de la
UGD, sobre los cuales se realizo el
estudio, a la que se le aplica la fase de
Mineria de Datos para poder extraer
conocimiento Util en lo que se refiere al
rendimiento académico del alumnado.
Dicha vista minable contiene informacion
de las carreras tanto del departamento
de administracion como el de informatica,
correspondiente un periodo de 10 afios,
gque va desde el afio 1999 al 2009
respectivamente. La precision de los
datos a utilizar depende en gran medida
de la completitud de los mismos.

Objetivos y Resultados

Objetivo General

Identificar caracteristicas y patrones de
comportamiento relacionadas con el
desempefio académico de los alumnos, a
través del proceso de Descubrimiento de
Conocimiento en Bases de Datos (KDD)
y herramientas de Mineria de Datos. Los
modelos identificados se propondran
como contribucion a la toma de
decisiones en el ambito de la gestidn
académica.

Objetivos Especificos

Utilizar herramientas de Mineria de Datos
para detectar patrones y relaciones entre
los datos de la trayectoria académica de
los estudiantes.

Identificar cuales son las variables y
areas que inciden sobre el desempefio,
permanencia y graduacion de los
alumnos universitarios.

Elaborar recomendaciones sobre los
posibles usos de los resultados
obtenidos y las caracteristicas de las
fuentes de informacién que sirvan como
estrategias innovadoras y apropiadas
para la gesti6bn académica.

Actividades realizadas para el alcance
de los objetivos:
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Busqueda y andlisis de informacion
referente  a los aspectos tedricos
relacionados con el proceso de
descubrimiento de conocimiento en base
de datos (KDD), técnicas de mineria de
datos (MD), como ser: pre-procesado de
los datos, clasificacion, segmentacion, y
asociacion; asi como los algoritmos
disponibles en ellas. Estas actividades
estaban precisamente destinadas a
identificar y describir el proceso, técnicas
y algoritmos de MD dentro del ambito
educativo/académico.

Obtencién de datos pertinentes a la
investigacion proporcionados por la UGD
para su analisis. Integracion vy
recopilacion de datos: para esta etapa se
utilizaron técnicas como la ejecucion de
instruccién en SQL en la base de datos
utilizando los criterios correspondientes a
los fines de la investigacion, con el fin de
generar el almacén de datos con el cual
se trabajara en las siguientes etapas.

Conversion de los datos seleccionados:
para poder procesar los datos en algunas
de las herramientas de mineria de datos,
se requiere la conversion al formato CSV
(archivos separados por comas) en cada
una de las variantes y conjuntos de datos
que se generen para tal fin.

Ejecucién de pruebas con la herramienta
de MD Weka: analizando los resultados
preliminares obtenidos en el periodo
anterior, se procedi6 a llevar a cabo una
serie de pruebas con los datos
seleccionados y acondicionados para
observar el comportamiento de las
técnicas y los algoritmos de MD de
acuerdo a las nuevas series de datos
seleccionadas, aplicando distintas
variantes y ajustes a los parametros de
ejecucion en los distintos algoritmos vy
adaptaciones de los datos con el fin de
obtener variantes en los resultados.

Andlisis y elaboracién de resultados
preliminares sobre las pruebas
realizadas. Comprobacion de resultados
mediante confrontacion de diferentes
técnicas de MD.
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BlUsqueda y andlisis de informacion
referente a las prestaciones de una serie
de herramientas de mineria de datos, en
busca de las méas adecuadas para la
investigacion.

Formacion de Recursos
Humanos

El trabajo corresponde a una tesis de
grado de Ingenieria en Informética, que
durante su desarrollo recibié una beca de
iniciacion a la investigacion cientifica,
otorgada por el Comité Ejecutivo de
Desarrollo e Innovacién Tecnolégica de
la Provincia de Misiones (CEDIT).
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Resumen

La aplicacion de sistemas biométricos,
particularmente en la administracion publica, ha
tomado importancia en los ultimos afios, tanto
para controles de accesos fisicos o virtuales,
documentacion, etc. El uso de esta tecnologia
no alcanza si no se cuenta con bases de datos
sobre las cuales se pueda contrastar la
informacion que brindan las aplicaciones
basadas en biometria. Para esto, es importante
que los organismos estatales que utilicen
grandes volumenes de datos biométricos,
puedan consultar la informacion de manera
eficiente e intercambiar la misma con otros
organismos asociados. De alli la necesidad de
contar con estdndares que permitan la
interoperabilidad entre sistemas y asi facilitar la
busqueda de datos. Para esto, en este proyecto,
se propone la gestion de datos biométricos en
Bases de  Datos Objeto-Relacionales,
permitiendo la representacion tanto de los datos
crudos (imégenes/audios) como los metadatos
requeridos por estdndares utilizados en la
comparacion, e indexacidon para un acceso
eficiente a los mismos. También, se crearan
modelos de representacion de la informacion
necesaria para crear registros de transacciones
ANSI-NIST-ITL-1 2011 [1], y de esta manera
tener la posibilidad de intercambiar informacion
entre organismos asociados, mediante procesos
de exportacion e importacion.

Palabras clave: Bases de datos OR, biometria,
organismos publicos.

Contexto

Este trabajo da continuidad al Proyecto PID
07/G035 “Identificacion de personas mediante
Sistemas Biomeétricos. Estudio de factibilidad y
su implementacion en organismos estatales”,
[2] [3] [4], cuyo objetivo fue analizar las
dificultades en los procedimientos de
autentificacion de personas en organismos
publicos e implementar posibles soluciones a
través de la utilizacion de sistemas biométricos.
En el proyecto mencionado, se realizd entre
otras cosas, un sistema de reconocimiento de
personas mediante el iris. También da
continuidad al trabajo realizado en la tesis
doctoral de C. Alvez [5] donde se abordd
principalmente en modelos de representacion de
imagenes en Bases de Datos Objeto-
Relacionales (BDOR). El principal objetivo de
la tesis fue la recuperaciéon de imagenes por
similitud, por contenido fisico y semantico.

Introduccion

La biometria es una tecnologia que hoy en
dia se encuentra en pleno desarrollo, tanto en el
ambito de la vida cotidiana como en Ila
investigacion. Esta rapida evolucion se debe a
la creciente preocupacion por la seguridad y por
la vinculacién que tiene esta tecnologia para
garantizar la misma. En cuanto a la vida
cotidiana, desde una mirada macro del sector, la
Argentina es un pais con mucho potencial en la
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region en implementar y desarrollar soluciones
de biometria tanto para el sector publico como
privado [6] [7]. La mayor importancia en el uso
de esta tecnologia radica en su aplicacion como
mecanismo de control: control de acceso fisico,
acceso virtual (redes, sistemas, etc.), controles
de horarios, entre otros.

Los organismos publicos que emplean esta
tecnologia necesitan consultar los datos
biométricos de manera eficiente e intercambiar
la misma con otros organismos asociados. De
alli la necesidad de contar con modelos de datos
y con estandares que permitan la interopera-
bilidad entre sistemas y asi facilitar la busqueda
de datos.

Uno de los estdndares que contempla este
tipo de aspectos (entre otros), es el ANSI/NIST
ITL 1-2011 [1], norma biométrica publicada en
noviembre de 2011, que define como trabajar
para garantizar la interoperabilidad de datos
biométricos entre los distintos sistemas. Este
estandar, define el contenido, el formato y las
unidades de medida para el intercambio de
huellas dactilares, palmares, plantares, faciales,
el iris, el acido desoxirribonucleico (ADN), y
otras muestras biométricas y datos forenses que
pueden ser utilizados en el proceso de
identificacion o verificacion de una persona. Es
el estindar mas utilizado por entes estatales, y
sobre el mismo se viene trabajando en el grupo
de investigacion del proyecto PID 07/G035,
especificamente en el rasgo de iris (registro 17
del estandar). Existe un borrador para voz
(registro 11) [8], que serd concluido en 2013, lo
cual es importante porque es uno de los rasgos
sobre el que se trabajarda en el presente
proyecto.

Para que las muestras biométricas capturadas
por un organismo determinado, puedan ser
intercambiadas con otros organismos, el sistema
que gestiona los datos biométricos debe
soportar registros de transacciones conforme a
esta norma, es decir, debe ser capaz de generar
y/o utilizar las transacciones que sean
morfoldgicas, sintdcticas y semanticamente
conformes a los requisitos del estandar. Para
esto, el sistema debe contar con los mddulos de
software que se encarguen tanto de la recepcion
de estos registros, como también, de Ila
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elaboracion de los mismos para ser enviados a
organismos asociados [4].

Los registros antes mencionados, se utilizan
unicamente para el intercambio de informacion.
Sin embargo, se debe también considerar la
generacion y el almacenamiento de metadatos
necesarios para el reconocimiento, o sea para
los procesos de identificacion y/o verificacion
de personas. Como ejemplo de estos metadatos
se pueden mencionar: las minucias de una
huella dactilar, o el codigo del iris (iriscode) [9]
[10], en un sistema de reconocimiento del iris,
rasgos acusticos para el reconocimiento de voz,
entre otros. O sea, que estos sistemas tienen que
tratar, por un lado con: imdgenes 2D (iris,
huellas  dactilares, etc.), imagenes 3D
(reconocimiento facial, geometria de la mano,
etc.), sonidos (reconocimiento de voz), videos
(reconocimiento de gestos o movimientos
corporales), y por otro lado, la gestion de
metadatos extraidos de estos datos para ser
utilizados en el reconocimiento (minucias de
huellas, codigo de iris, etc.) que son utilizados
para la comparaciéon. Estos ultimos son
estructuras complejas, y pueden ocasionar
algunos inconvenientes si se trabaja con el
modelo de datos relacional, por las limitaciones
impuestas por el mismo. Por esto, aqui se ha
optado por utilizar la tecnologia Objeto-
Relacional (OR), como se detallara en la
proxima seccion [11].

Lineas de Investigacion y
Desarrollo

En la actualidad, en el area especifica de la
biometria, se encuentran abiertas varias lineas
de investigacion con distintos niveles de
desarrollo. Sin embargo, como se tratd en la
seccidn anterior, especialmente en organismos
gubernamentales, es muy importante considerar
el nivel de estandarizacion alcanzado, sobre
todo, en lo referente al formato de intercambio

de datos. Por lo tanto, se debe tener
particularmente en cuenta esto, para el
desarrollo de sistemas biométricos en

organismos publicos [3].

Otra linea de investigacion vigente esta
orientada a sistemas que combinan diferentes
rasgos biométricos o multimodales. Estos
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sistemas son mds precisos y seguros dado que
superan algunas limitaciones de los sistemas
que utilizan un Unico rasgo biométrico. Las
limitaciones de un rasgo pueden ser: no
universalidad, ruidos en los datos, suplantacion
de identidad, entre otros [12].

Sin embargo, una de las lineas mas
importantes, y la que nos interesa aqui, estd
relacionada con la construccion de modelos
para la representacion de datos relacionados con
los datos biométricos, de manera que los
mismos puedan consultarse, recuperarse y
compararse de manera simple y eficiente (el
método de comparacion “matching” se utiliza
en los procesos de identificacion/verificacion).
Esto ademas respetando las especificaciones de
los estandares adoptados.

Estos modelos, tienen estructuras de datos
complejas 'y pueden ocasionar algunos
inconvenientes si se trabaja con el modelo de
datos relacional:

1. Las estructuras de los metadatos para la
busqueda y comparacion de datos
biométricos (iriscode, minucias, etc.), por
lo general son estructuras no atomicas, por
lo que en las bases de datos relacionales
(para respetar la primera forma normal) se
deben separar en varias tablas. Esto hace
que sea menos eficiente el tratamiento. Por
ejemplo, en la comparacion de dos
conjuntos de metadatos, necesita realizar
operaciones de join.

2. El procesamiento de los datos se debe hacer
desde lenguajes particulares (C++, java,
etc.), lo que presenta el problema de la
compatibilidad (y dependencia) con los
lenguajes de programacion, ya que se
deben transferir los datos generados por
métodos implementados en distintos
lenguajes a la base de datos para ser
almacenados. Este tema no es trivial, y se
debe tratar para cada lenguaje en particular.

3. Relacionado con lo anterior, para que un
lenguaje pueda tratar con los datos, como
por ejemplo con el método de comparacion
entre dos rasgos biométricos, se deben
crear cursores que comunmente deben ser
transferidos a través de una red para que
retornen un Unico valor. Esto puede
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provocar problemas de traficos de red
innecesarios, dado que estos procesos
retornan un Unico valor 1dgico, en el caso
de la comparacion, utilizado en el proceso
de verificacidén, retorna si verifica 0 no
verifica.

Frente a estos inconvenientes de las bases de
datos relacionales, aqui se ha optado por utilizar
el modelo Objeto-Relacional (OR) [12]. Este
modelo permite dar soluciones a las
limitaciones de las bases de datos relacionales
ya que brindan las siguientes facilidades:

1. Definir tipos de datos: estos tipos pueden
contener estructuras complejas como
colecciones, objetos grandes, etc. sin la
limitacion de la primera forma normal.

2. Definir e implementar el comporta-
miento de los datos: se pueden crear los
métodos que gestionen los datos de los
tipos definidos, y asi facilitar el acceso
seguro desde las aplicaciones que los
utilicen.

3. Definir e implementar métodos de acceso
de dominio: esto permite mejorar los
tiempos de acceso en la recuperacion de
datos de un dominio especifico, como en el
caso de los datos biométricos.

Las facilidades mencionadas, permiten crear
infraestructuras que extienden los servicios de
del Sistema de Gestion de Base de Datos [13].
Estas le permiten a este sistema tratar con datos
de un dominio especifico, en este caso, con
datos biométricos.

En lo que concierne al proyecto, esta
infraestructura debe contemplar:

e La creacion de tipos especificos para los
datos biométricos: esto incluye tipos para
los datos crudos (imagenes, audios, videos),
tipos para la codificacion de los mismos

(iriscode, minucias, etc.), y todos los
metadatos necesarios para generar los
registros de transacciones ANSI/NIST-
ITL1-2011.

e Definir e implementar los métodos que
gestionen los tipos antes definidos: aqui se
incluyen, entre otros, la generacion de las
codificaciones especificas, métodos de
comparacion  (matching), métodos de
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generacion e importacion de
ANSI/NIST-ITL1-2011.

registros

e Crear indices de dominio que permitan
mejorar los tiempos de respuestas en los
procesos de identificaciéon: en la
identificacion  biométrica, se necesita
acceder a varios registros para poder
identificar a una persona. Mejorar la
eficiencia en estos accesos, no es simple de
realizar con indices tradicionales como
arboles b, hash, etc. Esto se debe a que los
codigos (plantillas) generadas para la
comparacion, son datos multidimensionales
y necesitan métodos de acceso especificos
para el dominio.

Objetivos

El objetivo general de este trabajo es
desarrollar una infraestructura genérica en
BDOR para la identificacion de personas
mediante el reconocimiento de iris y voz que
permita la interoperabilidad entre organismos.

Como objetivos especificos se tienen:

e Realizar los ajustes para adecuar a normas
internacionales el software para
reconocimiento mediante iris desarrollado
en el proyecto anterior.

e Implementar un software para el
reconocimiento de voz acorde a normas
internacionales.

e Crear modelos en BDOR, que posibiliten
almacenar tanto las plantillas como los
metadatos necesarios para adecuar los
formatos de intercambio de datos al estandar
(ANSI/NIST-ITL 1-2011), de manera que
permita  compartir  informaciéon  con
diferentes organismos.

e Proponer métodos de acceso en BDOR para
la mejora de la eficiencia en los procesos de
identificacion de iris y/o voz.

e Crear prototipos utilizando dispositivos
estandares y de bajo costo para la captura de
la imagen del iris y voz.
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Formacion de Recursos Humanos

La estructura del proyecto se formara por el
director y co-director, cuatro integrantes
docentes y dos alumnos. El director del
proyecto se encuentra dirigiendo/co-dirigiendo
tres tesis de Maestria en Sistemas de
Informaciéon de la Facultad de Ciencias de la
Administracion de la UNER (dos son
integrantes del proyecto).

Ademés, el proyecto contard con dos
becarios de Iniciacion en la Investigacion. Las
tareas realizadas por los becarios estaran
relacionadas con el desarrollo y testeo de
software.

En lo que hace a formacion de doctorado la
integrante  Graciela Etchart se encuentra
realizando cursos validos para la obtencion de
créditos del Doctorado en Ciencias de la
Computaciéon de la UNSur. Estos cursos se
dictan en la Facultad de Administracion de la
UNER por convenio con la UNSur.
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Resumen

Para el desarrollo de un modelo de datos para
un Datawarehouse (DW) se tuvo en cuenta la
evolucion en las metodologias de disefio de los
Modelos Multidimensionales, en consecuencia
es posible definir que las mismas estan basadas
en dos aspectos fundamentales: Requerimientos
y Fuentes de Informacion existentes.

En este trabajo se describen las diversas fuentes
de informacion y sus estructuras de datos a
tener en cuenta para el disefio y desarrollo de un
DW para el apoyo a las decisiones de
profesionales meédicos que atienden pacientes
diabéticos.

Analizando las fuentes de informacion
existentes, en una primera clasificacion, se
distinguen datos estructurados 'y no

estructurados. Se denomina estructurada a toda
aquella fuente de informacion que tenga un
disefio l6gico y conceptual, ejemplo una base de
datos de historia clinica. Es decir que exista
informacién sobre el dato en si mismo.

Dentro del conjunto de las fuentes no
estructuradas se incluyen aquellas que necesitan
un procesamiento previo para contextualizar los
datos contenidos y convertirlos en informacion.
En este grupo se encuentran las sefales
fisiolégicas, imagenes y el texto libre, los cuales
indefectiblemente necesitan un
preprocesamiento, para formar parte de una
estructura orientada al analisis, como es un DW.

Palabras clave: Datawarehouse, Pacientes

Diabéticos, Estructuras de Datos, Metodologias
ETL, Herramienta de Desarrollo

Contexto

El presente trabajo se inserta en un Proyecto de
Investigacion Plurianual (PIDP) denominado
“Sistema de Soporte a la Toma de Decisiones
basado en datawarehouse para pacientes
diabéticos. Dicho proyecto es desarrollado en
la Facultad de Ciencia y Tecnologia de la
Universidad Autonoma de Entre Rios (FCYT -
UADER).

Introduccion

Este trabajo esta orientado a describir parte del
proceso para un primer modelo
multidimensional del DW a ser utilizado en el
PIDP mencionado.

El disefio del mismo esta basado en un enfoque
de tres niveles de andlisis, a través de un
proceso iterativo [1].

Para este desarrollo el mas bajo es el nivel del
paciente individual, donde los datos sobre el
mismo se pueden visualizar y analizar, por
ejemplo, para encontrar un patron en el
desarrollo de una enfermedad vinculado al
mismo. Este nivel de andlisis se centra en dar al
paciente en particular el mejor tratamiento
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posible, y por tanto es importante para la
practica de la atencion médica. El siguiente es
el nivel de grupo de pacientes, donde los datos
sobre el mismo son analizados, por ejemplo,
cuando tengan una enfermedad particular
asociada. El tercer nivel es el relacionado con
una empresa/institucion de salud, donde
profesionales clinicos, administradores vy
especialistas en epidemiologia, combinan datos
para investigar la calidad, efectividad vy
eficiencia  global de los servicios
proporcionados.

En esta etapa del modelado se consideraran
solamente los datos relacionado con el primer
nivel, es decir el del paciente individual.

Para el desarrollo del modelo se tuvo en cuenta
la evolucidon en las metodologias de disefio de
los Modelos Multidimensionales desde el afio
1998 a la actualidad, y analizando Ilas
propuestas de diferentes autores de referencia
[2], es posible definir que las metodologias
estan basadas en dos aspectos fundamentales:

. Requerimientos
. Fuentes de Informacion existentes

En el trabajo presentado en [1] se realizé una
primera propuesta de modelado, considerando

solamente los Requerimientos basados en Casos

de Uso, dentro de un proceso iterativo.

Esto fue necesario teniendo en cuenta la
diversidad de las fuentes de informacion y la
variabilidad de las caracteristicas y condiciones
de los pacientes diabéticos. Por este motivo
generalmente los usuarios medicos de un DW
clinico, como el propuesto en este trabajo, no
tienen perfectamente definidos como van a
analizar los datos y por lo tanto resulta casi
imposible comenzar su disefio conociendo
todos los requerimientos a priori [3]. En

consecuencia en un proyecto de DW clinico
puede resultar necesario implementar para su
disefio un analisis del tipo iterativo. Un objetivo
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de estos DW es ser lo suficientemente flexibles
para tratar con estos cambios, esto conlleva a
considerar un proceso de disefio iterativo
diferente al proceso incremental, aiun cuando
este Ultimo sea el mas convencional.

Por su parte el presente trabajo se enfoca en el
segundo de los aspectos indicados
anteriormente, las fuentes de informacién
existentes [1,4], en lo que refiere a su estructura
de origen y necesidades de transformacién en
cada caso. Estos aspectos forman parte de las
lineas de investigacion descriptas en [4] para el
PIDP.

En un DW clinico se deben involucrar procesos
para el procesamiento de imagenes, sefiales y
datos, como ser: registracion, extraccion y
cuantificacion de caracteristicas. También se
requiere el modelado de datos de multimedia en
variadas formas- texto libre, reportes
estructurados, imagenes en 2 o 3 D, capacidad
de hacer zoom a las imagenes, sefiales, datos
espectrales, gréaficos, video, publicaciones
escaneadas, en lugar de datos en formato texto
como la mayor parte de las DW empresariales.
Deben tener capacidad para buscar cualquier
formato de informacion en forma cualitativa o
cuantitativa y no solamente texto estructurado o
nameros en registros.

Los DW clinicos enfatizan la preparacion y
adquisicion de datos con protocolos
predefinidos. Ademas proveen herramientas
analiticas y estadisticas para soportar procesos
de verificacion o de Mineria de Datos.

Lineas de
desarrollo

investigacion vy

1. Estructuras de datos representativas del
dominio de analisis.

2. Métodos ETL para fuentes de informacion
de referencia.
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Resultados y Objetivos

Analizando las fuentes de informacion
existentes, en una primera clasificacion, es
posible distinguir datos estructurados y no
estructurados. En este contexto se denomina
estructurado a toda aquella fuente de
informacién que tenga un disefio légico y
conceptual, como por ejemplo una base de
datos de Historias Clinicas. Es decir que exista
informacion sobre el dato en si mismo.

Dentro del conjunto de las fuentes no
estructuradas se incluyen aquellas que necesitan
un procesamiento previo para contextualizar los
datos contenidos y convertirlos en informacion.
En este grupo se encuentran las sefales
fisiologicas, imagenes y el texto libre, los cuales
indefectiblemente necesitan un
preprocesamiento, para formar parte de una
estructura orientada al analisis, como lo es un
DW. Un resumen de esta clasificacion se
presenta en la Figura 1.

Esta diferenciacion entre fuentes de
informacién tiene consecuencias en ciertos
aspectos de la implementacion, como ser la

—
Datos Estmcturados

2012 - PARANA — ENTRE RICS

formulacion de las ETL que proveeran de datos
al DW.

Los requerimientos de informacién
identificados anteriormente proporcionaran las
bases para realizar el disefio y la modelizacion
del Modelo Multidimensional del DW. En esta
fase se identificaran las fuentes de los datos
(sistema operacional, fuentes externas) y las
transformaciones necesarias para, a partir de
dichas fuentes, obtener el modelo légico de
datos del DW. Este modelo estara formado por
entidades y relaciones que permitiran resolver
las necesidades del proceso de atencién del
paciente. ElI modelo légico se traducird
posteriormente en el modelo fisico de datos que
se almacenard en el DW y que definira la
arquitectura de almacenamiento del mismo
adaptandose al tipo de uso que se realice.

Teniendo en cuenta este analisis se realizara el
desarrollo de un primer prototipo utilizando la
herramienta provista por IBM (IBM InfoSphere
Platform), para la cual la institucion tiene un
convenio de uso académico de sus desarrollos

[5].

—_—>
{E| DB r¢ relacmnal s,i'dlab) ) ETL
Almacenamiento Texto Libre (Linea Inv. 3: /
en HCE Semantica/Ontologias)
i R e ——
“ Datos No Estructurados )
— — — — —

Almacenamiento
en PACS / Imagenes/Sefales / —_— —_

Figura 1 - Clasificacion de

ETL

—
l

MODELO MULTIDIMENSONAL

—

)

~ gt i S G

las fuentes de infazitia
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Considerando las diferentes estructuras de datos
gue generan informacion se procedera a la
definicion de las ETL correspondientes y los
preprocesamientos previos necesarios.

La herramienta indicada anteriormente tiene
capacidad para extraer datos automaticamente
de diferentes fuentes u origenes, como las
mencionadas a continuacion:

. Base de datos relacionales (MySQL, MS
SQLServer, Progress, DB2, Informix, Oracle,

Teradata).
. Archivos de texto.
. Extraccion desde planillas de calculo,

archivos separados por punto y coma (.csv).
. Servicios web
. Archivos XML

Los origenes de datos que puede manipular la

herramienta incluyen archivos indexados,
archivos secuenciales, bases de datos
relacionales, origenes de datos externos,

aplicaciones y colas de mensajes. Ello puede
implicar algunas de las transformaciones
siguientes:

- Conversiones de tipos de datos y de formato
de serie y numérico.

- Derivaciones y calculos que apliquen
algoritmos y normas a los datos.

- Comprobaciones y aplicacion de datos de
referencia para validar identificadores. Este
proceso se utiliza para crear un depoésito de
datos normalizado.

- Conversion de datos de referencia de origenes
dispares a un conjunto de referencia comun,
creando coherencia entre estos sistemas. Esta
técnica se utiliza para crear un conjunto de
datos maestro (o dimensiones conformadas).

- Agregaciones para generacion de informes y
andlisis.

- Creacion de bases de datos analiticas o de
informes, como por ejemplo cubos o depdsitos
de datos. Este proceso implica desnormalizar
datos en estructuras tales como esquemas de

2012 - PARANA — ENTRE RICS

estrella o de copo de nieve para mejorar el
rendimiento y la facilidad de uso para los
usuarios.

Las fuentes de informacion que se consideran
en el dominio de atencibn de pacientes
diabéticos son:

» Historias Clinicas (Consultorio,
Eventos, Medicamentos). Para este
trabajo se considera que las historias
clinicas estan almacenadas en una Base
de Datos Relacional (BDR).

» Datos de Laboratorio o Tipos de analisis
y/o estudios. Contenido. Tablas vy
RelacionesBDR

» Datos Recogidos por el paciente en su
casa (Ej: Toma de datos de niveles de
glucosa en sangre a través de
dispositivos portétiles).Archivos de
Texto Estructurado

» Base de Datos de Imagenes en formato
DICOM. La imagen contenida no tiene
ningin procesamiento lo cual se
considera un dato no estructurado. Para
gue pueda ser interpretado por la
herramienta, se debe generar un modulo
de preprocesamiento que brinde la
informacion asociada en un modelo de
datos. Ejemplos: Imagenes de Fondo de
Ojo con presencia de Retinopatias

Diabéticas. Analisis Evolutivo de la
patologia, registracion de imagenes,
etc.[6-9]

» Base de Datos de sefales fisiolégicas.

Caso similar al de las imagenes.
Ejemplos: sefales de
electrocardiograma, presion arterial,

saturacion de oxigeno, etc. Analisis de
estabilidad hemodindmica, patrones
temporales de arritmias, indices de
severidad, etc. [10-12]
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« Base de Datos de Farmacia.
Medicamentos.BDR + Planillas de
calculo

* Informacion complementaria accesible
via servicios welh como ser aspectos

regulatorios (ANMAT) o informacion de
otras instituciones (Colegios Médicos,
Obras Sociales, etc.).

Este relevamiento ha permitido considerar los
aspectos mas relevantes del dominio, sin
embargo con el avance del proyecto pueden
surgir otras consideraciones sobre esta tematica.

Como trabajo futuro, lo descripto en este

trabajo relacionado con las diferentes

estructuras de datos con las que va a tener
interaccion el DW, se complementarda con el

proceso iterativo de disefio de la DW basado en
Casos de Uso [1].

Formacion de Recursos

Humanos

El equipo de trabajo estd conformado por
especialistas del area informatica y de
bioingenieria. Integrantes del equipo tienen
formacion de postgrado tanto en el area de
sistemas de informacion como en el area
biomédica, asi como también experiencia en el
ambito profesional en lo que refiere al
desarrollo de sistemas.
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Resumen

El objetivo de este proyecto es la caracterizacion y
biusqueda de relaciones 'y  asociaciones
significativas entre variables relacionadas con la
ocurrencia de incidentes en equipos informaticos,
en el contexto de un laboratorio académico y de
Investigacion 'y Desarrollo. Para ello se
implementa el uso de técnicas pertenecientes a la
rama de Mineria de Datos y métodos incluidos en
el Anélisis de Datos Multivariante.

Mediante la aplicacion de técnicas y métodos
apropiados, se pretende la elaboracion de un
modelo de conocimiento de caréacter predictivo.

El mismo nos debe aportar conocimiento de las
variables o factores de mayor incidencia en la
presentacion de incidentes, como asi también el
establecimiento de relaciones 'y modelos
subyacentes en las mismas.

Palabras Clave: Mineria de Datos, Analisis de
Datos Multivariante, Técnicas de Asociacion,
Gestion de Incidentes Informaticos.

Contexto

Este proyecto surge de necesidades concretas en
el contexto de un Laboratorio Informatico y esta
relacionado con la gestion de mantenimientos y
prevencién de incidentes en equipos informaticos.

El mismo forma parte de un conjunto de proyectos
pertenecientes al Laboratorio de Sistemas, cuyo
propdsito es el estudio y analisis de tematicas
relacionadas con problemaéticas y acciones de
mejoras a implementar en este contexto.

Introduccion

La gestion de las actividades relacionadas con el
area de mantenimiento es clave, para que
cualquier unidad de negocio pueda desarrollar sus
actividades de manera eficiente. Por ello es
fundamental el establecimiento de un sistema, que
permita la deteccidbn de acciones de caracter
preventivo con el objetivo de minimizar la
presencia de fallos o incidentes.

La presentacion frecuentes de fallos o
incidentes, en cualquier unidad de negocio u
organizacional, tienen un impacto negativo desde
el punto de vista operacional, como asi también
econdmico. Las estadisticas reflejan que un alto
porcentaje de las horas hombres son dedicadas a
la ejecucion de tareas relacionadas a la solucién
de fallos o incidentes y que no han sido detectados
por el area de mantenimiento.

Por todo lo expuesto, se considera necesario y
significativo el estudio que permita el desarrollo
de una metodologia que permita el descubrimiento
factores influyentes que propician la presentacion
de incidentes o fallos en equipos, como asi
también detectar si existen relaciones entre los
mismos. Para ello es fundamental el analisis y
evaluacion de datos historicos de los informes de
mantenimientos correctivos reportados por el
personal del Area Técnica, perteneciente al
laboratorio.

Las aplicaciones de mineria de datos posibilitan la
identificacion de tendencias y comportamientos
en los datos que no son evidentes.

Para esta investigacion se ha seleccionado una de
las técnicas de Mineria de Datos, que en funcion a
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la probleméatica que se desea resolver, la mas
adecuada es la técnica de Asociacion. Esta nos
permitira obtener un modelo de conocimiento en
forma de reglas de asociacion que permiten
develar hechos que ocurren dentro de un conjunto
de datos determinado. La seleccion y futura
aplicacion de este tipo de técnica puede resultar
interesante para el descubrimiento de relaciones
entre variables o atributos de un conjunto de
datos.

El importante avance que ha tenido el campo de la
tecnologia y el abaratamiento de costos ha traido
Como consecuencia un aumento significativo en la
cantidad de datos que son almacenados en muchas
ocasiones en diferentes formatos.

La Mineria de Datos es un mecanismo que nos
permite facilitar precisamente, la blsqueda de
informacion valiosa en grandes volimenes de
datos.

La implementacion y construccion de un modelo
de conocimiento que permita conocer el
comportamiento de los incidentes en el periodo
considerado, facilita la elaboracion de un plan de
prevencion que permita la disminucion de los
reportes de incidentes.

Esto permite lograr mayor disponibilidad de los
equipos informéticos para las diversas actividades
academicas que se desarrollan en el Laboratorio
de Sistemas. Desde el punto de vista econdémico
se logra disminuir los costos relacionados con la
adquisicion de  determinados insumos 0
componentes/piezas que son utilizados en las
tareas de mantenimiento.

Teniendo en cuenta los resultados obtenidos, esto
podria impactar principalmente en el ambito de
mantenimiento y  fiabilidad de equipos
informaticos en el contexto de laboratorios
informaticos perteneciente a entidades publicas
municipales, provinciales y nacionales.

El descubrimiento de reglas, factoresy relaciones
entre variables que intervienen en la presentacion
de incidentes en los equipos informaticos,
permitira planificar diferentes aspectos como:

o Identificacion del él/los posible/s origen/es de
incidentes, como por ejemplo conocer si la
presentacion de fallos estd relacionado
mayormente  por inconvenientes de un
determinado tipo de componente o pieza.
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e Elaboracién de procedimientos técnicos y
tareas de mantenimiento preventivo a efectuar
periddicamente.

e Capacitacion al personal de Area Técnica.

e Disminucion de los tiempos muertos o de
parada de los equipos.

e Aprovechamiento y uniformidad en la carga de
trabajo del personal de Area Técnica, debido a
una planificacion de actividades.

e Disefilo de un proceso de compras de
componentes o piezas de los equipos, que facilite
la disponibilidad de un stock aceptable.

Las herramientas seleccionadas, para el
procesamiento de datos y obtencion de los
modelos en esta investigacibn son Weka
(Software Libre) e InfoStat (Software Comercial).

[1] Weka: esta herramienta fue concebida en la
universidad de Waikato (Nueva Zelanda)
implementado en lenguaje Java y que dispone de
un conjunto de librerias que facilitan la
integracion con otras herramientas.

Ademas Weka contiene las herramientas
necesarias para realizar transformaciones con los
datos, tareas de clasificacion, regresion, clustering
y asociacion.

La licencia de Weka es GPL, lo que significa que
este programa es de libre distribucion y difusian.

[2] InfoStat: es un software para andlisis
estadistico de aplicacién general. Dispone de una
amplia gama de herramientas para el tratamiento
de estadisticas descriptivas y graficos para el
analisis exploratorio, como asi también métodos
avanzados de modelacion estadistica y andlisis de
datos multivariado.

El objetivo general de esta investigacion es la
implementacion de herramientas relacionadas con
la Mineria de Datos y la Estadistica; facilitando la
generacion de un modelo de conocimiento que
permita describir y caracterizar el comportamiento
de los incidentes reportados de los equipos
informaticos.

Lineas de Investigacion y Desarrollo

Herramientas de Inteligencia de Negocios
Mineria de Datos

Algoritmos de Asociacion

Mantenimiento y prevencion de incidentes.
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e Técnicas de asociacion, aplicada al ambito de
laboratorio informético.

e Software de Mineria de Datos.

e Meétodos de Pre-procesamiento de datos.

¢ Elaboracion de metodologia relacionada con la
implementacién de proyecto de Mineria de
Datos, aplicada al &mbito ingenieril.

e Pardmetros o métricas de calidad para el
modelo de conocimiento obtenido.

Resultados y Objetivos

Entre los resultados del avance de este proyecto se
pueden mencionar los siguientes:

e Se ha investigado sobre diversas herramientas
estadisticas y de aprendizaje automatico, con el
proposito de facilitar la implementacion del
proyecto de mineria de datos.

e Se ha investigado sobre métodos que facilitan
la seleccion de atributos relevantes

e Se ha investigado sobre diversos algoritmos
dentro de la rama de las técnicas predictivas,
con el objetivo de seleccionar la méas adecuada,
en relacion a la problemética a resolver.

e Integrante del grupo han participado en
experiencias en el rol de coordinacién en Panel:
“Aplicacion de técnicas de Mineria de Datos
usando software Weka”, en el Congreso
Argentino de Estudiantes de Ingenieria
Industrial y carreras afines (CAEII 2009).

e Se ha participado en Congresos Nacionales
(JAIOO 2012/CAIM y WICC (2011))

La diagramacion de actividades planificadas para
este proyecto son las que se detallan a
continuacion:

e Blsqueda de alternativas respecto a
herramientas estadisticas y de aprendizaje
automatico para facilitar la implementacion del
proyecto de mineria de datos.

o |dentificacién de criterios para la seleccion de
la herramienta que se adapte mejor a la
problematica que se desea resolver.

e Andlisis de los datos o reportes existentes
relacionado con la gestion de incidentes.

e Seleccion de muestras de datos considerados
para este estudio.

e Evaluacion de los atributos o variables que
seran consideradas para el estudio de gestion de
incidentes de los equipos informaticos.
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e Carga y migracion de los datos en un formato
adecuado para ser interpretada por la herramienta
de mineria de datos seleccionada.

e Seleccién y Evaluacién de algoritmos de
aprendizaje supervisado para la implementacion
de técnica de asociacion.

¢ Implementacién y validacion.

Dentro de los objetivos especificos.

a) Determinar dentro de la Técnica de Asociacion,
la variedad de algoritmos existentes y evaluar cual
de ellos se adapta mejor a la situacion
problemética planteada. Considerando criterios o
indicadores de confiabilidad que determinen el
nivel de calidad de las reglas de asociacion
resultantes.

b) Seleccion y Evaluacién de herramientas para la
implementacion de proyectos de Mineria de Datos
que dispongan una variedad significativa de
algoritmos pertenecientes a las Técnicas de
Asociacion.

c) Difundir el uso herramientas, como una
alternativa de instrumento de inteligencia de
negocios para la ejecucion de proyectos de
Mineria de Datos, a través de charlas,
conferencias y publicaciones en el ambito
universitario.

¢) Generacién de un modelo de conocimiento
(Reglas de asociacién) que nos permita la
deteccion de los factores que tienen alta
incidencia en el reporte de incidentes de los
equipos informaticos pertenecientes al laboratorio.

d) Transferir al seno de la catedra Inteligencia
Artificial (5to. Nivel de la carrera Ingenieria en
Sistemas de la U.T.N. - F.R.C.) los resultados
obtenidos, con la finalidad de mejorar el disefio
curricular de las asignaturas y enriquecer las
mismas con el intercambio interdiscilplinario
entre investigacion, aplicacion y andlisis de la
evidencias resultantes.

f) Evaluar la posibilidad de extender este estudio a
otros  laboratorios informaticos con esta
problemética, principalmente en el contexto
académico para los distintos niveles educativos
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Los resultados obtenidos:

e Definicion de la arquitectura tecnoldgica en
torno al proyecto de Mineria de Datos, que
generalmente suele tener una arquitectura cliente-
servidor.

[3] Para lograr una aplicacion 6ptima de estas
técnicas avanzadas, las mismas deben estar
totalmente integradas con el data warehouse asi
como con herramientas flexibles e interactivas
para el analisis de negocios.

Varias herramientas de Data Mining actualmente
operan fuera del warehouse, requiriendo pasos
extra para extraer, importar y analizar los datos.
Ademas, cuando nuevos conceptos requieren
implementacion operacional, la integracion con el
warehouse simplifica la aplicacion de los
resultados desde Data Mining.

Este warehouse puede ser implementado en una
variedad de sistemas de bases relacionales y debe
ser optimizado para un acceso a los datos flexible
y répido.

e Seleccion de variables: Aun después de haber
sido preprocesados, en la mayoria de los casos se
tiene una cantidad significativa de datos. La
seleccion de caracteristicas reduce el tamafio de
los datos eligiendo las variables mas influyentes
en el problema, sin apenas sacrificar la calidad del
modelo de conocimiento obtenido del proceso

de mineria.

Los métodos para la seleccion de caracteristicas
son basicamente dos:

* Aquellos basados en la eleccion de los mejores
atributos del problema,

* Y aquellos que buscan variables independientes
mediante tests de sensibilidad, algoritmos de
distancia o heuristicos.

Se ha investigado que la herramienta Weka
dispone de un conjunto de algoritmos que facilitan
esta tarea. En general estos algoritmos pueden ser
clasificados por diversos criterios.

[4] Una categorizacién popular es aquella en la
que los algoritmos se distinguen por su forma de
evaluar atributos y se clasifican en: Filtros, donde
se seleccionan y evaltan los atributos en forma
independiente del algoritmo de aprendizaje vy
Wrappers (envoltorios), los cuales usan el
desempefio de algun clasificador (algoritmo de
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aprendizaje) para determinar lo deseable de un
subconjunto. Los algoritmos evaluadores en un
subconjunto de atributos disponibles en Weka
testeados son:

CfsSubsetEval, ConsistencySubsetEval (Filtros),
ClassifierSubsetEval,WrapperSubsetEval
(Wrappers)

Se complementara esta etapa con las pruebas de
los algoritmos que permiten la evaluacion de
atributos individuales como:
ChiSquaredAttributeEval,
GainRatioAttributeEval, InfoGainAttributeEval y
OneRAttributeEval.

¢ Implementacién de herramienta para la carga
de datos.

¢ Algoritmos de Extraccion de Conocimiento:
Mediante una técnica de mineria de datos, se
obtiene un modelo de conocimiento, que
representa  patrones de  comportamiento
observados en los valores de las variables del
problema o relaciones de asociacién entre dichas
variables.

También pueden usarse varias técnicas a la vez
para generar distintos modelos, aunque
generalmente cada técnica obliga a un
preprocesado diferente de los datos.

[5] La Mineria de reglas de asociacion es una
técnica importante en la Mineria de Datos y
consiste en encontrar relaciones de implicacion
entre los valores de los atributos de los objetos de
un conjunto de datos.

Actualmente en esta fase del proyecto se esta
investigando acerca de las caracteristicas Yy
ventajas de los algoritmos de asociacion que
dispone la herramienta Weka son: A Priori, Filtro
Asociado, HotSpot, A priori-Predictivo y el
Tertius. Una linea futura de investigacion es el
analisis de  algoritmos de  asociacion
implementados en otras herramientas de
aprendizaje automatico.

Formacion de Recursos Humanos

Los integrantes de este proyecto, en su gran
mayoria estdn conformados por docentes
pertenecientes al plantel académico de la carrera
de Ingenieria en Sistemas de Informacion.
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Los mismos poseen formacion académica de post-
grado como especializacidn y magister en curso.

Este trabajo de investigacion pretende integrar y
articular contenidos relacionados con el campo de
la Mineria de Datos en un contexto del campo de
la Ingenieria, con los docentes de la asignatura
electiva "Inteligencia de Negocios" perteneciente
al quinto nivel de la carrera de Ingenieria de
Sistemas de Informacion.

Una de las integrantes esta elaborando el plan de
tesis, para la carrera de Magister en Sistemas de
Informacion,  relacionada con linea  de
investigacion de este proyecto, complementando
la investigacion con técnicas avanzadas
pertenecientes al analisis de datos multivariante.

Todos los integrantes docentes del PID han
participado del proceso de categorizaciones en
investigacion dentro del Programa de Incentivos
del MECyT; asi como en la categorizacion interna
que posee la U.T.N.
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Resumen

Con el proyecto presente: “investigacion bésica
y aplicada en Bases de Datos Deductivas™; se
pretende avanzar en el estudio, aplicaciones y
desarrollo de técnicas para el procesamiento de
consultas recursivas para bases de datos deductivas,
tendientes a ofrecer alternativas de nuevas
prestaciones en Bases de datos relacionales.
Constituyendo, por sus caracteristicas en un
encuentro entre conceptos tedricos provenientes de
la Logica Computacional, y del Algebra Relacional
para bases de datos; con técnicas de programacion y
desarrollo para la implementacion de algoritmos
concretos de aplicacion.

Cabe destacar también que toda la investigacién
y desarrollo se formaliza y documenta con técnicas
de especificacion formal del método RAISE

El presente proyecto esta categorizado con
categoria “A”, la maxima, que lo sitia en la linea de
prioridades de la Facultad de Ingenieria de la UNJu;
y se enmarca dentro de un proyecto general de la
linea PICTO tendiente a implementar una base de
datos de composicién de alimentos para Argentina y
Latinoamérica.

Otro aspecto que contempla el presente proyecto
es el de contribuir a la formacion de recursos
humanos; ya que como parte del mismo se desarrolla
una tesis de maestria en Ingenieria del Software y un
proyecto final para el grado de Ingeniero
Informatico.

Palabras clave:

Bases de datos deductivas; Algoritmos Logicos;
RAISE, Datalog,

Contexto

El presente proyecto se inscribe dentro de las
lineas prioritarias de investigacion de la Facultad de
Ingenieria. En el marco de la Universidad Nacional
de Jujuy, estd acreditado con categoria “A” y
financiado por SECTER (Secretaria de Ciencia y
Técnica y Estudios Regionales).

Los resultados a obtener, contribuiran al
desarrollo de una Base de composicion  de
Alimentos desarrollada mediante el auspicio de un

proyecto PICTO, de la Agencia Nacional de
Promocidn Cientifica y Tecnoldgica (FONCyT)

Los investigadores afectados a este proyecto
provienen de las catedras de Logica Computacional
y de la de Bases de Datos, a su vez integran el grupo
del proyecto PICTO mencionado.

Introduccion

Las bases de datos deductivas nacen de la
necesidad de almacenar y utilizar “conocimiento" de
una manera eficiente. Consisten de un conjunto de
aserciones (hechos) referidos a la base de datos
extensional y de un conjunto de reglas (axiomas)
referidos a la base de datos intensional. La base de
datos extensional se encuentra generalmente
almacenada en una base de datos relacional vy
constituye el conocimiento bésico de las bases de
datos deductivas. Las reglas permiten obtener o
deducir un nuevo conocimiento a partir de la base de
datos extensional, el conocimiento no se encuentra
almacenado directamente en la base de datos
extensional. De esta manera, las bases de datos
deductivas permiten inferir un nuevo conocimiento
que puede ser utilizado para la toma de decisiones
importantes de una organizacion.

Es conveniente situar las bases de datos
deductivas en un contexto apropiado respecto de las
Base de Datos Orientadas a Objetos. Estas ultimas
proporcionan un mecanismo de modelado natural
para los objetos del mundo real, encapsulando su
estructura junto con su comportamiento. En cambio
las bases de datos deductivas extienden la capacidad
expresiva de las bases de datos relacionales,
proporcionando interrelaciones con el mundo real en
forma de un conjunto de reglas, que permiten definir
un conocimiento implicito a partir de datos
existentes, como se muestra en la siguiente figura:

Base de datos
relacional

Bases de datos
relacional

+

— > Conocimiento explicito

Reglas
deductivas

Reglas
deductivas

—p  Conocimiento implicito

Base de datos
deductiva

Una base de datos deductiva se compone de 3
conjuntos finitos: un conjunto de hechos, un
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conjunto de reglas deductivas y un conjunto de
restricciones de integridad:

e Hechos: se especifican de manera similar a
las relaciones, excepto que no es necesario
incluir los nombres de los atributos. Una tupla
en una relacion describe algin hecho del
mundo real cuyo significado queda
determinado en parte por los nombres de los
atributos. En una base de datos deductiva, el
significado del valor de un atributo en una
tupla queda determinado exclusivamente por
su posicion dentro de la tupla.

e Reglas: presentan un parecido a las vistas
relacionales, especifican relaciones virtuales
que no estan almacenadas, pero que se pueden
formar a partir de los hechos, aplicando
mecanismos de inferencia basados en las
especificaciones de las reglas. La principal
diferencia entre las reglas y las vistas, es que
en las primeras puede haber recursién y por lo
tanto, pueden producir relaciones virtuales
que no es posible definir en términos de las
vistas relacionales.

Mecanismos de Inferencia

Otra forma para interpretar el significado de las
reglas implica definir un mecanismo de inferencia
gue el sistema utilice para deducir hechos a partir de
reglas. Este mecanismo define una interpretacion
computacional del significado de las reglas.

El lenguaje de programacién ldgica Prolog se
vale de su mecanismo de inferencia para definir el
significado de las reglas y hechos en un programa.
Sin embargo, en muchos programas simples de
Prolog, el mecanismo de inferencia, infiere los
hechos ya sea interpretando por la teoria de la
demostracion, o bien con un modelo minimo en la
interpretacién por la teoria de modelos.

Los mecanismos de inferencia se basan en
principios de la inteligencia artificial, basandose en

mecanismos de inferencia tales como: inferencia
ascendente  (encadenamiento  hacia adelante),
inferencia descendente (encadenamiento hacia

atrés). En el primer caso se parten de los hechos
contenidos en la base de datos y se generan nuevos
hechos utilizando las reglas de inferencia buscando
llegar al hecho objetivo. En la inferencia
descendente, por el contrario, se parte del hecho
objetivo y se buscan hechos que lo satisfagan
mediante el uso de reglas.

Los dos tipos principales de mecanismos de

inferencia computacional se basan en la
interpretacion de reglas por la teoria de la
demostracion. Estos son los mecanismos de

inferencia ascendente y descendente.
Evaluacion Consultas Recursivas

Una de las caracteristicas mas notables de los
sistemas de bases de datos deductivas es su soporte
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para la recursion, mediante definiciones de reglas
recursivas y por lo tanto, también de consultas
recursivas. Una regla es recursiva cuando el
predicado de la cabeza aparece también en el cuerpo.
Existen diferentes tipos de reglas recursivas:

La mayor parte de las reglas de la vida real se
pueden describir como reglas recursivas lineales. Se
han definido algoritmos para ejecutar de manera
eficiente conjuntos lineales de reglas.

El enfoque del procesamiento de consultas
recursivas se clasifican de acuerdo a:

e Su Objetivo en: Evaluacion y Reescritura.

e Técnicas de busqueda en Bottom up y Top
Down.

Técnicas para el procesamiento de consultas
recursivas

Las consultas a bases de datos deductivas se
pueden resolver mediante reglas no recursivas o
reglas recursivas. Este Gltimo tipo de reglas presenta
el problema de caer en bucles infinitos. Se han
propuesto muchos métodos para resolver este
problema, los cuales dieron como resultado una gran
variedad de algoritmos que agregan la dificultad de
elegir el adecuado que se deba aplicar.

En la clasificacion de las técnicas de consulta se
tienen en cuenta dos aspectos:

e Procesamiento de la consulta, que se puede
descomponer en dos métodos:

— Evaluacion: se crea un esquema de
evaluacion de consultas que dé respuesta a
la consulta y queda definida por: el
dominio de aplicacién y por un algoritmo
que resuelva las consultas dadas por un
conjunto de reglas.

— Reescritura: se optimiza el esquema en una
estrategia mas eficiente, reescribiendo las
reglas en funcién del argumento
instanciado que proporciona la consulta.

e Mecanismo de inferencia que se utiliza para
deducir hechos a partir de reglas. Los dos
tipos principales de mecanismos de inferencia
computacional se basan en la interpretacion de
reglas:

— Encadenamiento hacia adelante (Bottom
Up): el motor de inferencia parte de los
hechos y aplica las reglas para generar
hechos nuevos, éstos se comparan con el
predicado que es el objetivo de la consulta
para comprobar si coinciden.

— Encadenamiento hacia atras (Top Down):
parte del predicado que es el objetivo de la
consulta e intenta encontrar coincidencia
con las variables que conduzcan a los
hechos validos en la base de datos.
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La siguiente tabla muestra los aspectos definidos
con anterioridad para la clasificacion de las técnicas
de consulta con ejemplos de los algoritmos:

Meétodo de filtrado estéatico (static filtering)

Actualmente se esta investigando, en el marco de
este proyecto, el método de Filtrado estatico, que
introduce una optimizacion a los Métodos de
Evaluacién.

El  método construye un grafo de
axioma_relacion a partir de un programa y una meta.

La optimizacion se logra  imponiendo
restricciones, las cuales deben ser cumplidas por las
tuplas de la solucion, es decir, los filtros se propagan
desde el puerto de salida del nodo meta hacia todos
los nodos relacion, quedando las variables ligadas.

Las tuplas que no cumplan la condicion son
cortadas, tan pronto como sea posible, en la primera
etapa de su flujo hacia el nodo meta. EI método
finaliza cuando un nodo de axioma no genera nuevas
tuplas.

La estrategia asume un proceso de evaluacion
"Bottom_Up" a partir de un programa y una meta,
construye un grafo llamado grafo axioma_relacion,
para ello se efectta una reescritura de los
argumentos para poder diferenciar el mismo
argumento, en diferentes ocurrencias del mismo
predicado.

Lineas de investigacion y desarrollo

Este proyecto es nuevo, por lo tanto no posee una
linea anterior a la cual pertenece. Sin embargo,
puede establecerse que su linea de investigacion
deviene de dos fuentes; por un lado de un proyecto
anterior sobre especificacién formal y aplicaciones
de la Ldgica. ; y por otro de la necesidad de dotar de
mecanismos de inferencia més eficientes a las bases
de datos relacionales.

Resultados y Objetivos

Como resultados obtenidos se cita el estudio de
PROLOG y DATALOG, como lenguajes logicos de
aplicacion.

A la fecha, el equipo de investigacion se
encuentra abocado a la adaptacion del método de
filtrado estatico para realizar consultas recursivas a
la Base de Composicion de Alimentos (ya
implementada).

Como resultados futuros adaptar nuevos
métodos de reescritura como por ejemplo reduccién
de variables y reduccidn de contantes.

Como objetivo final este proyecto propone
desarrollar un sistema organizador y recuperador de
la informacidn, dotado de regla euristicas sobre una
base de datos relacional.
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Formacion de Recursos Humanos

Este proyecto se inici6 en Octubre del 2012, a la
fecha no hay ninguna tesina de grado ni tesis
presentada.

Sin embargo, se estima que para mayo se
defienda una tesina (Proyecto Final) de grado; y en
el curso de 2013 se culmine con una Tesis de
Maestria acerca de Bases de Datos Deductivas.
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Resumen

Este trabajo analiza la similitud entre
documentos de texto con los contenidos
minimos de los planes de estudio de las
carreras Licenciatura en Ciencias de la
Computacion (LCC) y Licenciatura en
Sistemas de Informacion (LSI) del
Departamento de Informatica (DI) de la
FCEFN de UNSJ, con las pautas
establecidas por CONEAU en Ia
Resolucion Ministerial N' 786/2009 con
el objetivo de evaluar la pertinencia de
los contenidos minimos de los planes
de estudio de las carreras con las areas
mencionadas en dicha resolucion.

Se trata de determinar la afinidad o
pertinencia de los planes de estudio con
respecto a las areas determinadas en la
Resolucion  786/2009, mediante la
aplicacion de la herramienta de
software libre RapidMiner (RM) [7]
utilizando sus modulos de modelado y
mineria de texto (TextMining—TM).
Esta herramienta, como medida de
similitud sintactica entre documentos,
permite la utilizacion de métricas y
tareas de segmentacion que seran
comparadas desde el punto de vista de
la calidad del resultado, con la finalidad
de mejorar los planes de estudio de las
carreras LCC y LSI del DI de la
FCEFN de la UNSJ.

Palabras clave: TextMining,
pertinencias, planes de estudio.

Contexto

Esta linea de investigacion se enmarca en
el  proyecto bianual 2011-2012
“MINERIA DE DATOS EN LA
DETERMINACION DE PATRONES
DE USO Y PERFILES DE USUARIO”
codigo 21/E889 que se desarrolla en el
ambito de la FCEFN-UNSJ, aprobado por
el Consejo de Investigaciones Cientificas
Técnicas y de Creacion Artistica
(CICITCA), financiado por la propia
Universidad y ajustado a evaluacion
externa.

Los datos sobre los que se trabaja en el
proyecto, son relativos a las areas de
salud y farmacia como asi también al area
educaciéon. En esta Ultima d4rea se
trabajara con datos generados en el marco
de la acreditacion de las carreras del DI,
del andlisis de rendimiento académico de
alumnos, planes de estudios de las
carreras del citado departamento y datos
inherentes a la Biblioteca de la FCEFN.
En este contexto, toda posible mejora en
los planes de estudio de las carreras LCC
y LSI del DI, sera considerada
positivamente. La presente propuesta de
trabajo y linea de investigacion se centra
en la determinacion de pertinencias de
planes de estudio de las carreras LCC y
LSI del DI que se dictan en la FCEFN de
la UNSJ respecto de las pautas
establecidas por CONEAU en Ila
Resolucion Ministerial N' 786/2009.
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Introduccion

Conforme lo manifestado por la
resolucion 786/09 del Ministerio de
Educacion de la Nacién quedan
definidos los contenidos curriculares
basicos correspondientes a las diferentes
titulaciones del 4rea de conocimiento
informatica y computacion como se
detalla brevemente en las primeras hojas
de la mencionada resolucion.

La citada resolucion aprueba los
contenidos curriculares basicos, carga
horaria minima, criterios de intensidad de
formacion practica, estandares y ndémina
de actividades profesionales reservadas
para las carreras correspondientes a los
titulo de LICENCIADO EN CIENCIAS

DE LA COMPUTACION,
LICENCIADO EN SISTEMAS
/SISTEMAS  DE  INFORMACION
/ANALISIS DE SISTEMAS,

LICENCIADO EN INFORMATICA,
INGENIERO EN COMPUTACION e
INGENIERO EN SISTEMAS DE
INFORMACION /INFORMATICA.

Los contenidos curriculares basicos de las
diferentes carreras abarcadas por la
presente resolucion, son evaluados segin
las definiciones explicitadas en los
diferentes anexos (I, II, y III) que
conforman dicha resolucion.

En el presente trabajo se realiza una
comparacion entre los contenidos
minimos de los planes de estudio de las
carreras LCC y LSI del DI de la FCEFN
de la UNSJ., vigentes hasta el afio 2011,
con los contenidos de las distintas areas
establecidas en la Resolucion 786/2009.
Se hace uso de técnicas de DM, TM, IR y
de medidas de similitud, con el fin de
encontrar pertinencias de contenidos
minimos de planes de estudio con
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respecto a las areas, para ello se utiliza
el moédulo Text Procesing de la
herramienta de software RM que permite
llevar a cabo las tareas de
preprocesamiento 'y determinacion de
pertinencias.

Lineas de investigacion y

desarrollo

El presente trabajo se encuentra
enmarcado en el proyecto “Mineria de
datos en la determinacién de Patrones de
uso y perfiles de usuarios”, las lineas de
investigacion que se detallan a
continuacion y siempre con el afan de que
la investigacion aplicada ayude a la toma
de decisiones de la autoridad competente.
Por un lado y desde el relevamiento de
una encuesta asociada a un constructo que
permite aproximar la capacidad de
resiliencia, se ha encuestado a alumnos
avanzados e ingresantes de las carreras
del departamento informatica con el
objetivo que, mediante tareas de
modelacion se pueda aproximar el perfil
de un alumno rezagado o posible desertor
y que en funcion de ello las autoridades
de la FCEFN-UNSJ arbitren las medidas
necesarias a nivel de tutorias o apoyaturas
docentes y de pares que atenuen la
desercion y el rezago.

Por otro y desde la aplicacion de
diferentes técnicas de mineria de datos
DM 1y text mining procesar titulos
bibliografico de la biblioteca midiendo la
similitud sintactica de los mismos con los
contenidos de las diferentes carreras que
se dictan en la FCEFN-UNSJ vy
proponiendo una primera aproximacion a
la determinacion de cédigo Dewey para
aquella bibliografia que no lo posee o es
edicion, en espafiol, de la propia
universidad.
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El uso de métricas de mineria de texto es
también un camino seguido en la presente
propuesta de trabajo y es un eslabon que
pretende ir cerrando la cadena de
aplicaciones que en el tema de
satisfaccion de usuarios de bibliotecas
universitarias y desde el procesamiento
de la encuesta a usuarios alumnos y
docentes de la biblioteca encaro6 el grupo
de investigadores pertenecientes al
proyecto.

En la mayoria de los casos los trabajos se
han llevado adelante mediante la
utilizacion de herramientas de software
libre del 4rea de mineria de datos.

En este caso los resultados que se
presentan se han alcanzado mediante el
uso de de algoritmos de DM que posee la
herramienta RapidMiner cuya ultima
version es la 5.3.005.

Para este trabajo se propone para
contrastar documentos la técnica de la
similaridad del coseno, que no es otra
cosa que el coseno del angulo que forman
un vector consulta q (contenido minimo)
y un vector documento dj (areas de la
786/2009). [4]

A partir de una consulta se obtiene una
lista de documentos ordenados por
distancia (los mas relevantes primeros).
Luego, se procede a realizar los célculos
algebraicos para determinar la semejanza
entre el vector consulta y cada uno de los
vectores que representan documentos de
la coleccion. [5]

Preprocesamiento de datos

Al comenzar este trabajo se contaba con
los contenidos minimos de los planes de
Estudio de las carreras LCC y LSI del DI
en archivos .doc y Ila Resolucion
786/2009 en un archivo .pdf. Lo primero
que se realiz6 fue separar cada contenido
minimo de los distintos planes de estudio
en archivos .txt, como asi también se
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llevaron a archivos .txt cada una de las
areas de la Resolucion 786/2009.

Figural: Entorno de RapidMiner utilizando entre
otros el modulo de Textmining.

En la Figural se observa las diferentes
areas en que se divide el entorno visual de
la herramienta Rapidminer, y desde
donde se pueden elegir los operadores a
aplicar y definir los parametros de los
mismos.

Los documentos, que contienen los
contenidos minimos de planes de estudio
de las carreras LCC y LSI (Consulta o
request req) y los que contienen las areas
establecidas por CONEAU en Ia
Resolucion 786/2009 (Base de Datos de
Referencia ref) son preprocesados por un
modulo de RM [3]

Tras la instancia de preprocesamiento los
documentos se separan en contenidos
minimos por un lado (Consulta o
Request, req) y areas establecidas en la
Resolucion 786/2009 (Referencia, ref)
por otro. Esta separacion o filtrado
permite, desde el moddulo (Cross
Distances), la aplicacion de métricas de
similitud (la del coseno) entre
documentos.

La métrica de similitud considerada,
posee un rango de valores posibles que
oscila en forma continua entre 0 o 1,
cuando los documentos comparados son

PAGINA - 118 -



sintacticamente diferentes, y 1 cuando
reflejan una similitud total. [3]

En la Figura2, se observa lo dicho
anteriormente.

@S-

View Filter (28.128): [l -
e

ExampleSet (28 examples, 0 special atributes, 3 e

RawNo, request
1 24- BASE DE DATOS AVANZADA
2 4 INFORMACION Y SISTEMA

3 7-ASPECTOS PROFESIONALES Y SOCIALE

4 21- PRINCIPIOS DE INGENIERIA DE SOFTWARE
5 13- BASE DE DATOS
6
7
s

distanc
0120 [
0125
0122
0112
0112
0070
0.061
0056
0047
0044
0031
0023
6 ooz
0019

25 DISERO DE SOFTWARE
14- ESTRUCTURAY FU
27- ARGUITECTURAS AVANZADAS DE COMPUTADORA

9 20 REDES

10 3 ESTRUCTURA Y FUNCIONAMIENTO DE LAS COMPUTADORAS.

1" 18- INTRODUCCION A LOS SISTEMAS DIGITALES |

12 8INTRODUCCION A LOS SISTEMAS DIGITALES.

13 13- ESTRUCTURAS DE DATOS Y ALGORITMOS

14 26 INTELIGENCIA ARTIFICIA

15 9. PROGRAMACION ORIENTADA A OBJETOS

18 5 PROGRAMACION PROCEDURA

" 28 COMPILADORE

18 23 TEORIA DE LA COMPUTACIO

19 10- MATEMATICA DISCRET

2 1-ALGORITMOS y RESOLUCION DE PROBLEMA

2 22-NGLES |

2 16- PARADIGMAS DE LENGUAJE

2 2-MATEMATICA BASIC

Figura2 LCCcon-min LCC786

0015
formacis 0015
0013
0011
0010
acis 0010
ci6 0010
0.009
0008 o

Resultados y Objetivos

Con los objetivos iniciales de comparar

los planes de estudio de las carreras LCC

y LSI del DI con los contenidos de las

areas establecidas por CONEAU en la

Resolucion  Ministerial N'  786/2009,

utilizando el mddulo de Text Processing

de RM, y encontrar pertinencias se han
logrado los  siguientes  resultados
preliminares:

* De la utilizacion de la medida de
similitud del Coseno se pudo determinar
cuan pertinente es el contenido minimo
de los planes de estudios de las carreras
LCC y LSI con las areas establecidas en
la Resolucion Ministerial N' 786/2009,
ya que ante documentos cuya
pertinencia se aproxima a 1 indica lo
cercano de los contenidos minimos con
las areas consideradas en la Resolucion
Ministerial N°® 786/2009, sus valores
fluctian entre 0 (sin coincidencia) y 1
(coincidencia total).

* Se logré una buena aproximacion entre
la tarea de segmentacion que encuentra
los grados de pertinencia y las areas
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consideradas por los docentes en la
realizacion de los planes de estudio.

Se pretende desde este proyecto
profundizar este analisis de pertinencias
semanticamente, utilizando herramientas
de textmining proporcionadas por RM,
haciendo uso del modulo del Diccionario
de Wordnet para sinonimos, el cudl se
encuentra en inglés y como nuestro
dominio de trabajo es en espanol, se esta
trabajando en los pasos a seguir

Formacion de Recursos

Humanos

La formacion de recursos humanos es un
tema de vital importancia en marco del
presente proyecto de investigacion. En
este marco y en temas afines a las
tematicas abordadas en el mismo, se estan
dirigiendo un conjunto de trabajos finales
de grado de alumnos becarios de becas de
finalizacion de carrera de la Agencia
Nacional de Promocion Cientifica y
Tecnologica.

En particular trabajos finales de grado y
tesis de posgrado, se estd trabajando con
datos de titulos bibliograficos
pertenecientes a la biblioteca de la
FCEFN-UNSJ a los que en forma
automatica se intenta asignar la
numeracion dewey asociada a la tematica
abordada por el material bibliografico
bajo estudio. Asi mismo y desde una tesis
de posgrado, se intenta encontrar
automaticamente también, y mediante
similitud sintactica qué contenidos
minimos establecidos en la resolucion
786/09 son contenidos y brindados por
los planes de estudios de las carreras de
informatica de la FCEFN-UNSJ
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Licenciatura en Sistemas de

Informacién

» Estrategias de marketing web y
mineria de datos para promover
trdfico de calidad hacia un sitio
web. Rafa

*  Mineria web a los datos de
acceso a sitios pertenecientes a
centros de informacion
académica. Vero

* Mineria de Datos en la
segmentacion y clasificacion de
un banco de germoplasma. Kari

LCC

* Mineria de Texto en la
determinacion  automdtica de
codigo Dewey. J.Araya

*  Analitica web en centros de
informacion. S. Lobo

e Desarrollo de wun sistema de
informacion Intranet para el Inst.

de Ing. Quimica-UNSJ. A.
Sepulveda
LCI

e Técnicas de Mineria de Texto en
la determinacion de la
correlacion  entre  valoracion
numérica y comentarios
asociados en encuestas.
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A su vez se estan dirigiendo dos tesis de
posgrado en el area de area Mineria de Texto
y el area de Inteligencia de Negocios
respectivamente.

Referencias

[1] Kantardzic, M (2003) “Data Mining:
Concepts, Models, Methods, and
Algorithms” ISBN:0471228524  John
Wiley & Sons © (343 pages)

[2] Klenzi, R. Tesis de posgrado de
maestria “Aplicacion de mineria de datos
a la gestion bibliotecaria”. Biblioteca
FCEFN-UNSJ. 2008.

[3] 3. Klenzi, R ,Gutiérrez L., Villafane V. “Técnicas
de recuperacion de informacion en la determinacion de
pertinencias bibliograficas” 2012.

[4] Liu B., “Web DataMining. Exploring
Hyperlinks, Contents, and Usage Data”
Springer-Verlag Berlin Heidelberg 2007
[S] Manning C, Prabhakar R. Hinrich &
Hinrich Schiitze, “An Introduction to
Information Retrieval », Cambridge
University Press. 2009.

[6] Min, S; Yi-Fang B. Handbook of
Research on Text and Web Mining
Technologies -Information science
reference- Editorial Advisory Board 2009.
[7] Rapid-I. http://rapid-i.com ver.5.3.005 de
2013.

[8] Tolosa G 'y Bordignon F.,
“Introduccion a la Recuperacion de
Informacion. Conceptos, modelos y
algoritmos basicos” UNLu, Arg. 2007.

PAGINA - 120 -


http://rapid-i.com/

XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION

2013 - PARANA — ENTRE RIOS
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NUMERICOS EN ENCUESTA DE SATISFACCION DE USUARIOS

Mag. Raul Klenzi, Lic. L. Gutierrez, Alum. Tamara Pinto
Instituto de Informatica (Idel) / Departamento Informatica (DI) / Facultad de Ciencias
Exactas Fisicas y Naturales (FCEFN) / Universidad Nacional de San Juan (UNSJ)
Av. Ignacio de la Roza 590 (O), Complejo Universitario "Islas Malvinas”, San Juan
rauloscarklenzi, gutierrez.laura, tamara932 @gmail.com

Resumen

En este trabajo se procesa informacion
extraida de encuesta de satisfaccion de
usuarios  alumnos de  bibliotecas
universitarias. En este contexto la encuesta
consiste en valorar 17 atributos segun una
escala Likert de 5 estados asociados a
conceptos que van desde insatisfecho (1) a
totalmente satisfecho (5) respectivamente.
Ademas, y como parte de la encuesta, cada
encuestado puede expresar en formato de
texto comentarios adicionales. El objetivo
central de este trabajo consiste en
relacionar los atributos inductores que
describen la encuesta desde las respuestas
numeéricas, con aquellos que se obtienen
desde un analisis de Text Mining (TM)
aplicado a los comentarios. La encuesta
procesada, como caso de estudio, se
realiz6 a alumnos de la biblioteca de la
Facultad de Ingenieria de la Universidad
Nacional de San Juan (FI-UNSJ)

Palabras clave: Data Mining, Text
Mining, Satisfaccion de Usuarios.

Contexto

En el marco de proyectos anteriores y del
actual “Mineria de datos (DM) en Ila
Determinacion de Patrones de Uso y
Perfiles de usuarios” 21/E889 se realizaron
encuestas a los usuarios de Bibliotecas
tratando de encontrar su grado de
satisfaccion respecto de los servicios y
funcionamiento de las mismas.

El constructo que permitio realizar la
encuesta, se conforma de 17 atributos,
asociados a diferentes servicios que ofrece
la biblioteca, que deben ser respondidos,
con valoraciones numéricas entre 1 y 5
segun sus percepciones. A la vez se
permite, a los usuarios, escribir todo
aquello que considere valido a analizar por
parte de los encuestadores en formato de
texto libre a modo de comentario.

Como tareas inherentes al proyecto se han
procesado las encuestas encontrando los
inductores (atributos mas relevantes) que
conforman la imagen que los usuarios
tienen de su biblioteca. La instancia a
considerar en la presente propuesta, es
procesar los comentarios que se redactaron
por parte de los usuarios mediante técnicas
de TM.

El propdsito de este procesamiento seréd
contrastar, para aquellas encuestas que
contienen comentarios, la coincidencia o
complementacion  del conocimiento
extraido de la valoracion numeérica
realizada por los usuarios a los diferentes
atributos.

Introduccidn

Muchas encuestas en las que los atributos
por los que se consulta deben ser
respondidos en forma discreta y numérica,
permiten en un apartado de la misma, que
el encuestado brinde una opinién en
formato texto que amplie o aclare lo
expresado en sus respuestas numéricas.
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Este es el caso del constructo validado en
[1], el cual se relevd a usuarios alumnos de
la biblioteca de la FI-UNSJ. Estos
atributos cubren entre otros, aspectos
edilicios, de personal, de material
bibliografico y tecnoldgico.

La hipOtesis, que mueve la presente
propuesta, es que todo comentario
expresado en formato de texto en principio
se considera una “queja” o “reclamo”
sobre alguna condicién de la biblioteca
que, a criterio del encuestado, puede
mejorarse y que por lo tanto debera estar
relacionada con aquellos atributos menos
valorados numéricamente por el mismo.
Mediante tareas de segmentacion aplicadas
a las respuestas numéricas de las encuestas
se dividen las respuestas en dos grupos.
Por un lado el grupo de los encuestados
satisfechos con las prestaciones de la
biblioteca y por otro lado el grupo de
aquellos usuarios que consideran que la
biblioteca puede mejorar sus servicios.
Tras esta agrupacion y desde una tarea de
clasificacion se obtienen los atributos
inductores que describen la encuesta
detectando ademas, cuales de éstos definen
la pertenencia a uno u otro segmento.

Por otro lado, mediante tareas de TM y
métricas de similitud sintactica entre el
nombre de los atributos y los comentarios
expresados en cada encuesta, se encontrara
informacién complementaria sobre los
atributos evaluados.

Con el objetivo de verificar la hipotesis
manifestada anteriormente, es de esperar
que aquellos atributos inductores obtenidos
desde el procesamiento numérico y que
definen al segmento de “posibles mejoras”
coincidan con los de mayor similitud
sintactica, encontrados desde el
procesamiento de los comentarios.
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Lineas de

desarrollo

El proyecto en el que estd enmarcado el
presente trabajo, ha llevado adelante
durante el ultimo afo, diferentes lineas de
investigacion con el afan de que la
investigacion aplicada ayude a la toma de
decisiones de la autoridad competente.

Asi, desde la aplicacion de diferentes
técnicas de DM y TM se estan procesando
titulos bibliograficos de la biblioteca
midiendo la similitud sintictica de los
mismos con los contenidos de las
diferentes carreras que se dictan en la
FCEFN-UNSJ tratando de proponer una
primera aproximacién a la determinacion
de codigo Dewey para bibliografia que no
lo posee o es edicion, en espafiol, de la
propia universidad.

El uso de métricas de TM es también un
camino seguido en la presente propuesta
de trabajo y es un eslabon que pretende ir
cerrando la cadena de aplicaciones que, en
el tema de satisfaccion de usuarios de
bibliotecas universitarias y desde el
procesamiento de la encuesta a usuarios
alumnos y docentes de la biblioteca,
encar6 el grupo de investigadores
pertenecientes al proyecto.

En la mayoria de los casos los trabajos se
han llevado adelante mediante la
utilizacion de herramientas de software
libre del area de DM. Los resultados se

investigacion vy

han alcanzado mediante el wuso de
algoritmos de DM que posee la
herramienta RapidMiner cuya Ultima
version es la 5.3.005 [5].

Desarrollo

La aplicacion consta de tres pasos:

1) El procesamiento de datos

correspondientes a la fraccion numérica
de la encuesta, consiste en la aplicacion
sucesiva del algoritmo de segmentacion
W-SimpleKmeans a un grupo de 46
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encuestas de alumnos, de las 150
relevadas, que poseen comentarios y que
permite segmentar y etiquetar en dos
grupos, las opiniones de los encuestados.
Seguidamente el algoritmo clasificador
WJ48 permite describir la encuesta con
sus etiquetas asociadas, con la menor

cantidad de atributos, denominados
inductores reconociendo ademas,
mediante aplicaciones sucesivas del

operador Single Rule Induction, cuéles de
ellos definen cada segmento.

2) Esta parte del desarrollo consiste en
encontrar una medida de similitud
sintactica entre el comentario de una
encuesta denominada consulta o request
y cada uno de los nombres asociados a
los atributos de la encuesta denominado
referencia, realizando ademds, un
minimo analisis de sinonimias.

3) El tercer y Gltimo paso consiste en
analizar comparativamente los resultados
obtenidos en ) y 2) tratando de verificar
la hipotesis.

La eleccibn de los algoritmos se
fundamenta en la necesidad de procesar
registros incompletos permitido por W-
SimpleKmeans y W-J48 como asi también
la rapida interpretacion de resultados que
posee una estrategia de arboles basada en
Ganancia de Informacion Relativa [4].

La tarea de segmentacion llevada adelante
en 1) asigno 28 registros al cluster0 y 18 al
clusterl. A los efectos de asignar un
significado a cada cluster, la Tabla 1
presenta el valor de sus respectivos
centroides. Alli se aprecia, segun el valor
de los centroides, que los usuarios tienen
una buena percepcion de los servicios
ofrecidos por la biblioteca, dado que
ambos valores estdn por encima de la
media. De todas maneras se puede
considerar al segmento con menor valor de
centroide, como aquel en el que los

encuestados consideran que la biblioteca
es factible de mejorar en sus prestaciones.

Row Mo. SEGMEMNTO CLUSTER  average(CENTROIDE)

1 POSIBLES MEJORAS  clustert 3.0893518518518515

2 SATISFACTORIO clusterd 3.8625550220088027
Tabla 1

Tras la tarea de segmentacion y desde la
aplicacion del algoritmo clasificador se
obtuvo el siguiente arbol

W-J48

J48 unpruned tree

CANTIDADPERSONAL <= 2: POSIBLES MEJORAS (8.0)
CANTIDADPERSONAL > 2

| CANTIDADMATERIAL <= 2: POSIBLES MEJORAS (6.16/0.16)
| CANTIDADMATERIAL > 2

| | IDONPERSONAL <=3

| | | SERVPRESTAMODOMICILIO <=3:SATISFACTORIO (2.0)

| | ISERVPRESTAMODOMICILIO >3:POSIBLESMEJORAS (4.0)
| | IDONPERSONAL > 3: SATISFACTORIO (25.84)

Number of Leaves : 5
Size of the tree : 9

Arbol de clasificacion descriptor de la
encuesta

En el clasificador anterior se observa que
solamente 4 atributos, de los 17 iniciales,
denominados inductores, describen la
totalidad de la encuesta. Con estos cuatro
atributos inductores como universo, se
aplican sucesivamente algoritmos del tipo
Single Rule Induction (Single Attribute),
cuyo objetivo es describir la encuesta, con
el menor error posible, mediante la
consulta de un Unico atributo y paso
seguido se elimina el atributo encontrado.

De los atributos inductores el que mejor
describe la encuesta es Idoneidad de
personal (IDONPERSONAL) que asigna
correctamente 39 de los 46 registros.
Eliminado 1DOPERSONAL, de los restantes,

es Cantidad de material
(cANTIDADMATERIAL) el que describe
mejor la encuesta con 37 registros

asignados correctamente de los 46. La
secuencia de pasos antes descriptos y hasta
agotar los atributos inductores permite
obtener la Tabla 2.
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SEGMENTO
ATRIBUTO SATISFAC- | POSIBLES
TORIO MEJORAS
IDONPERSONAL 26/31 13/15
30/46 (84,78%) (83,87%) (86,6696)
CANTIDADMATERIAL 28137 9/9
37/46 (80,43%) (75,67%) (100%)
CANTIDADPERSONAL 28/38 8/8
36/46 (78,26%) (73,68%) (100%)
SERVPRESTAMO- 28/46 0
DOMICILIO (60,86%)
28/46 (60,86%)

Tabla 2

En la Tabla 2 se observa que los atributos
CANTIDADMATERIAL Y CANTIDADPERSONAL
describen con mayor exactitud el segmento
“POSIBLES MEJORAS”

Para la realizacion de 2), en trabajos
previos presentados en WICC 2012 [2] [3],
se constatd que entre las diferentes
métricas de similitud utilizables y que
posee la herramienta de software
disponible, la del coseno es la que mejores
resultados brinda. En este caso los valores
de similitud (distance) varian entre 0 (req
y ref sin similitud) y 1 en que ambos son
iguales. Asi mismo y dado que el
comentario escrito por el encuestado esta
en formato libre, es necesario generar una
base de datos de sinénimos que permita
buscar aproximaciones entre el request y
la referencia. Si bien la herramienta RM
posee un modulo de wordnet que facilita
las tareas de procesamiento de sinénimos y
significado de palabras, el mismo por el
momento funciona correctamente para el
idioma inglés. Por ello la tarea de
procesamiento de sindnimos se embebio
en el modulo (Process document from file
Replace Token) de la propia herramienta
como se muestra en la Figura 1.

En la Figura 1 se aprecia que palabras
como avisador o anunciador, que pudieran
aparecer en los comentarios, automatica-
mente se reemplazan, en tareas de
preprocesamiento, por cartelera que es una
palabra contenida en algun nombre de
atributo de la encuesta.

Figura 1

La aplicacion de la secuencia de madulos
que se presenta en Figura 2 permitio
obtener las metricas, entre nombres de
atributos y comentarios, como se observa
en la Tabla 3.

Fitter Examples] Fifter Example..] SetRole 2)

O S e S e
e e e
SR S
L] i ' Of’ : L]
e
5 o v
] L] ]
Figura 2

En la Tabla 3 se aprecia que para el
comentario “Con respecto a los dias
sabado...” la mayor similitud (distance) se
da con el atributo Horario de la Biblioteca
y solamente 4 de los 17 atributos presentan
un valor de similitud (distance) mayor que
cero.

Tabla
Finalmente la aplicacion desarrollada en
RM presenta los resultados, que a modo de
resumen figuran en la Tabla 4
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document ATRIBUTOQUEJA  count{CUENTA)}

cantidad de material Ell 23
cantidad de persenal 8l 23
servicio de ayuda de busqueda de material 8l 23
calidad del material sl 22
horario en gue se encuentra abierta |a biblioteca  SI 22
senvicio de reserva de material s 22
ambiente de estudio dentro de |a biblioteca Ell 18
cordialidad del personal SI 16
ideneidad del personal 8l 16
dimension de |a biblioteca en general 8l 14
ubicacion de la biblioteca Ell 14
servicio de prestamo en sala Sl B

senvicio de prestama a domicilio si 5

distribucion de espacios Sl 1

informacien en cartelera Ell 1

Tabla 4

La Tabla 4 muestra que la mitad de los
comentarios (23) tienen una medida de
similitud distinta de cero con atributos
referidos a: cantidad de material, cantidad
de personal y servicio de ayuda de
basqueda de material, respectivamente.
Esto verifica la hipétesis que justamente
los atributos inductores del segmento
“posibles mejoras” coinciden con los
encontrados desde las métricas de
similitud entre nombre de atributo y
comentario.

Resultados y Objetivos

La aplicacion permiti6 comprobar la
hipGtesis de que los comentarios,
mayormente, expresan disconformidades
de los usuarios para con un servicio bajo
evaluacion.

En el marco de trabajos futuros y en el
contexto de la aplicacion, se pretende
extender el andlisis a encuestas relevadas
en otras bibliotecas de la UNSJ vy
ampliarla utilizando el médulo de RM de
wordnet adaptado a lenguaje espaiiol que
acrecentaria la posibilidad de mejorar
métricas y eliminaria el trabajo cuasi
manual de reemplazos implementado,
comenzando a transitar el camino desde el
analisis sintéctico al analisis semantico.
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Formacion de Recursos

Humanos

La formacion de recursos humanos es un
tema de vital importancia. En este marco,
se estan dirigiendo un conjunto de trabajos
finales de grado de becas de finalizacion
de carrera de la Agencia Nacional de
Promocion Cientifica y Tecnologica.

En particular, se esta trabajando con datos
de titulos bibliograficos pertenecientes a la
biblioteca de la FCEFN-UNSJ a los que en
forma automatica se intenta asignar la
codificacion Dewey correspondiente. Asi
mismo y desde una tesis de posgrado, se
intenta encontrar autométicamente
también, y mediante similitud sintactica
queé contenidos minimos establecidos en la
resolucion ~ 786/09  son  contenidos
brindados por los planes de estudios de las
carreras de informéatica de la FCEFN-
UNSJ

Al momento, integrantes del proyecto
dirigen 7 trabajos de grado y 2 de posgrado
en temaéticas afines a las tratadas en el
proyecto.
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Resumen

La mineria de datos (data mining) viene
ampliando sus areas de aplicacion,
demostrando la validez de sus descripciones y
predicciones en el andlisis de datos. Las
nuevas éareas en las que se vienen
desarrollando  estudios  se  relacionan
directamente con el fenomeno de los ultimos
aflos como son las redes sociales. Siguiendo
las caracteristicas de estas Ultimas se crearon
redes como lo son las redes educativas, las que
se conforman en estratos académicos, que
pueden ser de tamafio muy grandes si se trata a
nivel institucional o considerable como las que
se desarrollan en una asignatura. Sin tener en
cuenta este aspecto, dichas redes, generan gran
cantidad de datos debido a la interaccion de
sus miembros que pueden ser analizados
aplicando algoritmos y técnicas de mineria de
datos con el objetivo de encontrar informacion
relevante para mejorar el proceso de ensefianza
y aprendizaje. La utilizacién de las Nuevas
tecnologias de la informacion y la
comunicacion (NTIC) en la educacion trae
aparejado la generacion de bases de datos
educativas que al aplicarse los algoritmos de
mineria de datos conforman una nueva area de
estudio la que se la denominada mineria en
redes educativas (educational networks
mining).

Palabras clave: Mineria de datos; Redes
educativas.

Contexto

El presente trabajo sienta las bases para el
estudio y desarrollos en el marco de tesis
doctoral y de maestria en Ciencias de la

Computacion. Se desarrolla en la Facultad de
Ciencias Exactas y Naturales (Fa.C.E.N.) de la
Universidad Nacional de Catamarca (U.N.Ca.)
en convenio con la Universidad Nacional del
Sur (U.N.S). Los autores se desempefian como
docentes de las carreras Profesorado en
Computacién y Tecnicatura en informatica en
sus distintas orientaciones en la U.N.Ca..

Introduccion

La utilizacién generalizada de las NTIC en los
distintos niveles de la educacion y las redes
sociales como un ambito para el desarrollo de
relaciones personales conlleva a la aparicion
de redes particulares con fines especificos
como son las redes educativas. Las
instituciones que promueven la incorporacion
sistemética de las NTIC también desarrollan
las denominadas redes de educacion cuyas
bases se asientan en las de las redes sociales.
Estas generan grandes volimenes de datos
creado por las interacciones de los miembros
los que se pueden agrupar por los niveles en
los cuales se producen. Pueden clasificarse
segun el tipo de relacion (uno a uno- uno a
varios y varios a varios) y ademas de la
jerarquia establecida por el contacto con el
docente (docente-alumno, docente-alumnos,
alumnos-alumnos)

La creciente disponibilidad de informacion
organizada en bases de datos sobre todo en
areas como la educacion, son un campo
propicio para la aplicacién de algoritmos y
técnicas de mineria de datos. La conjuncion
de areas como la educacién y la Ciencia de la
Informacion conforman un area de estudio
denominada mineria en redes educativas
(educational networks mining) [1,2].
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Esto grandes volumenes requieren un
tratamiento especial para ser procesados,
inicialmente deben seleccionarse los datos
relevantes para el estudio [2]. A continuacion
determinar las actividades realizadas por cada
integrante de la red. En el caso particular de
las redes educativas, el usuario debe ser
identificado (es decir no puede ser anGnimo)
[4] para relacionar el comportamiento y las
actividades desarrolladas por cada integrante
de la red con las paginas e informaciones
disponibles. La registracibn de estos
comportamientos en las estadisticas aporta
otros tipos de datos como lo son el tiempo de
permanencia en la red, cantidad de paginas
visitadas, software utilizado en las consultas,
participacion en foros, aportes a la WIKI
entre otros que pueden también ser analizadas
utilizando técnicas de mineria de datos[3].
Finalmente se debe realizar dos procesos que
se consideran los mas importantes, estos son:
la integracién y la reduccion de los datos [2].
Una vez realizados estos procesos, se puede
aplicar diferentes algoritmos de mineria de
datos a fin de obtener informacion relevante
para la determinacion de patrones, perfiles
psicolégicos y de evolucion cognitiva de cada
integrante de la red educativa.

Ademas dentro de la investigacion a realizar
esta la de comparar e identificar diversas
técnicas de mineria de datos a ser aplicadas en
el analisis de los datos obtenidos, ajustandolas
a los objetivos propios del estudio [5].

Lineas de investigacidn y desarrollo

El trabajo se enmarca en la investigacion de
aplicacién de técnicas y algoritmos de mineria
de datos en bases de datos educativas. Con el
principal objetivo de cuantificar la efectividad
del proceso de ensefianza y aprendizaje,
organizar adecuadamente el contenido de la
asignatura, aplicar el agrupamiento de alumnos
de acuerdo a los perfiles encontrados, entre
otros.

El presente trabajo estd intimamente
relacionado con trabajos desarrollados en el
area y proximos a ser presentados en
encuentros de investigadores en el tema.

A partir de estos trabajos se analiza la
posibilidad de desarrollar tesis de posgrado.
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Resultados y Objetivos

Los resultados esperados que guian a este
trabajo son los de determinar las técnicas y
algoritmos de data mining méas adecuados para
analizar el gran volumen de informacion
generada en este tipo de redes, la que seria
imposible de realizar en forma manual.
Ademéas de la obtencion de informacién
relevante para la toma de decisiones.

Tiene como objetivos principales:

e Determinar la efectividad del proceso de
ensefianza y aprendizaje.

e Establecer los patrones de
comportamiento de los alumnos.

e Evaluar las actividades particulares
realizadas por los integrantes de un
determinado curso.

e Encontrar errores frecuentes en los
desarrollos de actividades previstas en el
curso.

e Establecer patrones de comportamientos
de los participantes del curso.

e Ajustar los contenidos en forma adecuada
para lograr un mejor entendimiento de lo
conceptos.

e Encontrar caracteristicas similares en los
integrantes del curso.

e Establecer preferencias en los métodos
desarrollados para la transmision de
contenidos.

e Evaluar cuantitativamente las
metodologias pedagogicas utilizadas.

e Favorecer la motivacion en los alumnos.

e Mejorar el disefio de las actividades
previstas.

e Diseflar lineas de investigacion que
relaciones el area de mineria de datos con
la Ciencias de la Computacion.
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Formacion de Recursos Humanos

Los autores del trabajo se encuentran en la
etapa de desarrollo de sus tesis de posgrado en
diferentes carreras relacionadas con el temas
de investigacion, tales como la Maestria en
Docencia  Universitaria  en  disciplinas
tecnoldgicas dictada en la Facultad de Ciencias
Agrarias — U.N.Ca, el cursado para la
actualizacion de contendidos de la carreras
Especializacion en educacion tecnoldgica
dictada por la Facultad de Ciencias Exactas y
Naturales — U.N.Ca.

La Docente Investigadora Lic. Eugenia
Cecilia Sosa Bruchmann desarrolla sus
actividades docentes en la catedra Técnicas
Digitales de las carreras de Profesorado en
Computacién y Tecnicatura en Informaticas
en sus distintas orientaciones.

El Ing. Marcelo Omar Didgenes Sosa se
encuentra en la etapa de planificacion de su
tesis doctoral en el area de mineria de datos
en el Doctorado en Ciencias dictado en la
Facultad de Ciencias Exactas y Naturales en
convenio con la Universidad Nacional del
Sur.

Durante el afio 2012 se desarrollo la tesis del
alumno Jorge Passeto en la carrera de
Licenciatura en Tecnologia Educativa
denominada:”Los recursos comunicacionales
como recursos en la educacion a distancia”

El trabajo en el area de mineria de datos
establece en su disefio la formacion de
recursos humanos en diferentes niveles como
el de tesinas de grado y tesis de posgrado para
los integrantes del equipo de investigacion.
Dentro de las actividades podemos destacar:

e La creacion de un grupo de alumnos

colaboradores, que desarrollan
investigacion con acompafiamiento de
docentes.

e La seleccion de temas posibles para tesis
en el area relacionadas con la
investigacion.

e La produccién cientifica para su
presentacion en  congresos locales,
nacionales e internacionales.
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e Participacion de los integrantes en cursos
de actualizacion y posgrado en el area de
estudio.

e La actualizacion y  capacitacion
permanente de los investigadores en
talleres o workshop relacionadas con el
tema del trabajo.

e La participacion de los investigadores
como consultores en proyecto afines que
se desarrollan en la Facultad de Ciencias
exactas y Naturales en distintas areas.

e La planificacion de seminarios para
docentes en temas relacionados con la
investigacion y resultados obtenidos en la
investigacion.
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RESUMEN

El término "outlier" se puede definir como
un dato que difiere de forma significativa
de otros presentes en un conjunto de datos.
Dentro de la auditoria de sistemas existen
herramientas informaticas que un auditor
puede utilizar para realizar algunas de sus
tareas, como es el andlisis de datos. Se
reconocen varios trabajos que utilizan
técnicas de mineria de datos para dar
soporte a las tareas de un auditor de
sistemas que se relacionan con el analisis de
bases de datos, no abundando aquellas que
trabajan sobre datos de tipo alfanumérico.
En este contexto, se presenta la generacion
de un procedimiento de bdsqueda de
outliers sobre datos alfanuméricos en logs
de auditoria de un sistema, con el objetivo
de constituir una herramienta para un
auditor de sistemas. ElI  procedimiento
generado se valida a través de la
experimentacién realizada con bases de
datos artificiales y reales, obteniendo
resultados satisfactorios.

Palabras clave: mineria de datos, auditoria
de sistemas, deteccion de outliers, datos
alfanuméricos.

CONTEXTO

Esta linea de investigacion articula el
“Programa de Investigacion en
Computacion” de la Facultad de Ciencias
Exactas Quimicas y Naturales de la
Universidad Nacional de Misiones; el
"Proyecto 33A081: Sistemas de
Informacion e Inteligencia de Negocio™ del
Departamento de Desarrollo Productivo y
Tecnoldgico de la Universidad Nacional de

Lands; y el “Programa de Doctorado en
Ingenieria de Sistemas y Computacion del
Departamento de Lenguajes y Ciencias de
la Computacion” de la Universidad de
Malaga-Espafia.

1 INTRODUCCION

1.1 Mineria de Datos para la Deteccion
de Outliers en Bases de Datos

Un outlier se puede definir como un dato
que por ser muy diferente a los demas
pertenecientes a un mismo conjunto de
datos, por ejemplo una base de datos (BD),
puede considerarse que fue creado por un
mecanismo diferente (Hawkins, 1980).

En la actualidad la mineria de datos (MD)
tiene un rol fundamental en la deteccién de
outliers con una amplia diversidad de
técnicas que buscan detectar outliers a
través de diferentes clases de algoritmos,
estableciendo diferentes definiciones de
outliers en base a sus caracteristicas
especificas (Zhang, Meratnia, & Havinga,
2007), debe destacarse que, con el paso del
tiempo, las técnicas han evolucionado en
términos de efectividad y eficiencia (Hodge
& Austin, 2004), llegando a niveles
Optimos en sus respectivas clases.

1.2 Clasificacion de Técnicas para
Deteccion de Outliers
En la literatura del area de ciencias de la
computacion se puede encontrar diversos
métodos para la deteccion de outliers, entre
los que se pueden mencionar (Hodge &
Austin, 2004), (Zhang et al., 2007):
= Métodos basados en la distancia: en
este caso las técnicas identifican a
los outliers en base a una medida de
distancia, calculada utilizando todas
las dimensiones disponibles, entre
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un punto y su vecindario dentro del
conjunto de datos (Knorr & Ng,
1998), (Knorr, Ng, & Tucakov,
2000).

= Métodos basados en la densidad:
aquellos que toman en
consideracion la densidad de los
datos al momento de calcular las
distancias entre los puntos del
conjunto de datos, para determinar
la presencia de outliers “locales”
(Breunig, Kriegel, Ng, & Sander,
2000).

= Meétodos basados en agrupamientos:
se trata de técnicas que a través de
procesos de agrupamiento aislan a
los outliers en alguno de los clusters
generados, variando segun la técnica
la caracteriza a tal cluster (Ester,
Kriegel, Sander, & Xu, 1996).

= Métodos basados en sub-espacios:
en este caso los outliers se detectan
a partir de una observacion de la
distribucion de densidad de clusters
en un sub-espacio de pocas
dimensiones, siendo detectados
aquellos que tienen menor densidad
a la media (C. Aggarwal & Yu,
2005).

= Métodos basados en  redes
neuronales: aquellos que a partir del
uso de redes neuronales identifican
a los outliers en tareas de
clasificacion o regresion (Sykacek,
1997).

1.3 Mineria de Datos para la Auditoria
de Sistemas

Dentro de la auditoria de sistemas existen
las CAATs (Técnicas de Auditoria
Asistidas por Computadora, por sus siglas
en inglés) que son herramientas
informéticas al servicio de un auditor. La
MD provee de diversas técnicas que pueden
ser usadas por un auditor para facilitar su
trabajo, en particular al trabajar sobre logs
de auditoria se encuentran trabajos para la
deteccion de intrusos en sistemas (Lee,
Stolfo, & Mok, 1998), identificar patrones
de uso de sitios web (Mamcenko &
Kulvietiené, 2005), entre otros. También se
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encuentran aplicaciones de deteccion de
outliers para auditoria de sistemas como
ser: (Wu, Shi, Jiang, & Weng, 2007),
(Yoon, Kwon, & Bae, 2007), entre otros.

2 LINEAS DE INVESTIGACION Y
DESARROLLO

Existen aplicaciones de métodos de
deteccion de outliers sobre logs de auditoria
actuando como CAATS, pero constituyen
implementaciones  aisladas que no
representan procedimientos formalmente
definidos para tal efecto. En este sentido
existen iniciativas tendientes al
establecimiento de procesos formales de
MD para la deteccion de datos andmalos en
BD, éstos tienen por objetivo constituir una
alternativa til para la tarea de auditoria de
sistemas a partir de la automatizacion de
tareas de deteccion de outliers (Kuna et al.,
2012).

Sin embargo no existen procedimientos
formalmente definidos para la aplicacion de
técnicas de MD para la busqueda de outliers
sobre campos alfanuméricos presentes en
logs de auditoria de sistemas para constituir
una herramienta para un auditor de
sistemas.

3 RESULTADOS
OBTENIDOS/ESPERADOS

3.1 Procedimiento Desarrollado

Se determind que una Unica técnica no seria
suficiente para obtener la calidad de
resultados que exige una actividad como es
la auditoria de sistemas. Se optd por una
solucion que integrara varias técnicas, como
se menciona en (Britos, 2008), (Shculz,
2008), por un lado tomando algunas de
deteccion de outliers junto a otras técnicas
de MD de propdsito general. Esto con la
finalidad de que la efectividad global a
obtener por el procedimiento sea mayor, ya
que una técnica determinada puede ser mas
efectiva que otra en ciertos aspectos
(Schaffer, 1994).

En una primera instancia de analisis se
seleccionaron técnicas teniendo en cuenta
diversas caracteristicas, para las de
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deteccion de outliers: principalmente que
pudieran operar sobre datos alfanuméricos,
ademas, que no requieran una gran cantidad
de parametros y que la determinacién de los
mismos se pudiera realizar en forma
automatica. Mientras que para el caso de las
técnicas de propdsito general se priorizo
que pudieran utilizarse en forma
complementaria con las del primer grupo
para dar lugar a una solucion integrada.
Una vez seleccionadas las técnicas se inicio
con el proceso de analisis en si a fin de
determinar cuéles pasarian a formar parte
del procedimiento. Para ello se comenzo
por realizar pruebas con BD sintéticas, es
decir, generadas artificialmente; sobre éstas
se probaron las técnicas de deteccion de
outliers  seleccionadas previamente vy
aquellas que obtuvieron un mejor resultado
global, en términos de efectividad en la
deteccion y bajo porcentaje de errores en el
proceso; fueron sobre las que continud el
analisis utilizando las técnicas del segundo
grupo para buscar reforzar y/o corregir los
resultados obtenidos por las técnicas del
primer grupo.
Una vez que se finalizo el analisis se
procedié con el disefio e implementacion
del procedimiento, quedando el mismo
conformado por dos etapas: una primera en
la que se aplican las técnicas de deteccion
de outliers y una posterior en la que aplican
las técnicas de proposito general para el
refinamiento de los resultados.
Las operaciones que conforman el
procedimiento son las siguientes:
= Lectura de la BD objetivo
= Para la aplicacion de las técnicas de
deteccion de outliers:
o Aplicacion de LOF (Breunig
et al., 2000)
o Adaptacion de los resultados
de LOF
o Aplicacion de
(Ester et al., 1996)
o Adaptacion de los resultados
de DBSCAN
= Uni6n de los resultados de LOF y
DBSCAN

DBSCAN
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= Aplicacion de un conjunto de reglas
para la limpieza de los resultados
(1)

= Para la aplicacion de las técnicas de
proposito general:

o Aplicacion del algoritmo
TDIDT C45 (Quinlan,
1993)

o Aplicacion del modelo de
C4.5 sobre la BD
o Aplicacion de la red
Bayesiana (Pearl, 1988)
o Aplicacion del modelo de la
red Bayesiana sobre la BD
o Aplicacion del algoritmo de
extraccion de reglas PART
(E. Frank & Witten, 1998)
o Aplicacion del modelo de la
técnica PART a la BD
= Union de los resultados de la
aplicacion de los modelos generados
alaBD
= Aplicacion de un conjunto de reglas
para la limpieza de los resultados de
la union (2)
= Escritura de los resultados generales

En las actividades (1) y (2) se hace mencidn
a un conjunto de reglas que se aplicaron
para la limpieza de los resultados, el motivo
de tal actividad fue la necesidad, ante la
union de los resultados de dos o maés
técnicas, de potenciar la correcta deteccion
de outliers y minimizar la cantidad de
errores que se pudiera haber acumulado.

El conjunto de reglas al que se hace
referencia se genero a medida que se realizo
el andlisis de las diversas técnicas para el
disefio del procedimiento. En el caso de las
de la actividad (1) se resolvio el caso en el
que las dos técnicas no coincidian con la
clasificacion para una tupla, en tal caso se
recurrio al valor de LOF asignado a la
tupla, siendo que si el mismo era mayor a
dos umbrales definidos, la tupla se
consideraba como outlier, el motivo de tal
determinacion fue que tal técnica obtuvo
mejores resultados en cuanto a la deteccion
de los outliers, en cambio DBSCAN obtuvo
mejores resultados en lo referido a los
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falsos positivos. El caso de la actividad (2)
se realizo algo similar, considerando en este
caso que, si la tupla era definida como
outlier por la mayoria de los algoritmos
utilizados, se mantenia tal clasificacion, en
caso de que s6lo una técnica haya sido la
que marcd a la tupla como outlier se pasaba
a utilizar el valor de LOF obtenido en la
primera etapa por la misma, evaluandolo
contra un umbral més alto en el caso de la
actividad anterior.

3.2 Experimentacion

Una vez finalizado el disefio e
implementacion del procedimiento
desarrollado se procedié con la validacion
del mismo a partir de dos instancias de
experimentacion. En un primer caso se
utiliz6 una BD obtenida a partir de un
repositorio digital (A. Frank & Asuncion,
2010) de la Universidad de California,
EEUU. Como Ila BD “Mushroom” no
cuenta en forma nativa con outliers se
decidié utilizar las tuplas de una de las
clases presentes en la misma para establecer
una seleccion del 5% de tales tuplas para
que cumplieran la funcion de outliers en
esta experimentacion, estrategia similar a la
seguida en otras publicaciones (C. C.
Aggarwal & Yu, 2001), (Breunig etal.,
2000). Al aplicar sobre la BD con los
outliers incluidos se obtuvo un porcentaje
de efectividad superior al 70% y un margen
de errores menor al 1.5%.

En una  segunda instancia  de
experimentacion se utilizd una BD obtenida
a partir los logs de auditoria de un sistema
real, en este caso los resultados de la
ejecucion  del  procedimiento  fueron
evaluados por los administradores del
sistema en cuestion, determinando ellos los
casos en los que el procedimiento detecto
correctamente outliers y aquellos casos en
los que se habia generado un error en la
clasificacion. Los resultados obtenidos
fueron ampliamente satisfactorios con
porcentajes de efectividad que superaban el
80% y un margen de errores en la
clasificacion menor al 1%.
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Como conclusion se pudo detectar
efectivamente  outliers en  campos
alfanuméricos de logs de auditoria de un
sistema para colaborar con la tarea de un
auditor.

4 FORMACION DE RECURSOS
HUMANOS

Este proyecto es parte de las lineas de
investigacion del “Programa de
Investigacion en Computacion” de la
Facultad de Ciencias Exactas Quimicas y
Naturales dela UNaM, con siete integrantes
(todos ellos alumnos, docentes y egresados
de la carrera de Licenciatura en Sistemas de
Informacién de la facultad de Ciencias
Exactas Quimicas y Naturales de la
Universidad Nacional de Misiones) de los
cuales cuatro estan realizando su tesis de
grado y dos estan realizando un doctorado.
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Resumen

El rendimiento académico estudiantil ha sido
definido como el cumplimiento de las metas,
logros u objetivos establecidos en el programa
0 asignatura que esta cursando el alumno.

Se puede analizar el rendimiento académico
como una medida de las capacidades del
alumno, que expresa lo que éste ha aprendido
a lo largo del proceso formativo.

Existen diversos motivos o factores que
pueden llevar al alumno a mostrar un pobre
rendimiento académico tales como (poca
motivacion, desinterés, distracciones en clase,
etc.)

En este trabajo se propone aplicar un proceso
de descubrimiento de conocimiento o KDD
(Knowledge Discovery from Data Base) a la
Base de Datos de los alumnos de la Facultad
de Tecnologia y Ciencias Aplicadas de la
Universidad Nacional de Catamarca (UNCa),
con el proposito de convertir una masa de
datos carente de significado en informacion
relevante, es decir, en conocimiento. Dicho
conocimiento vendrd dado mediante patrones,
tendencias o relaciones.

Estos resultados pueden mejorar el proceso de
formacion académica, estimular
fundamentalmente el desarrollo de aptitudes y
de valores, contribuir en la toma de decisiones
tacticas y estratégicas de la Facultad,
proporcionando un sentido automatizado para
la generacion de conocimiento y elevando asi
la calidad de la educacion en la Universidad.

Palabras clave: KDD (Knowledge Discovery

from Data Base, Data Minig, Patrones,
Rendimiento Académico.

Contexto

El proyecto de investigacion: “Patrones
estadisticos relacionados con el perfil del
alumno de la Facultad de Tecnologia y
Ciencias Aplicadas”, se desarrolla y ejecuta en
ambitos del Departamento de Informatica de la
Facultad de Tecnologia y Ciencias Aplicadas
de la UNCa y es evaluado por la Secretaria de
Ciencia y Tecnologia de la universidad, donde
los integrantes se desempefian como docentes
de la carrera de Ingenieria en Informatica.

Asi mismo es prioritario, tanto para el
Departamento de Informatica, como para los
demas departamentos de la Facultad, transferir
soluciones concretas a las problematicas que
se plantean a los docentes en relacién con el
rendimiento académico de los alumnos.
Utilizando los conceptos del proceso de KDD
y sus técnicas de Data Minig, se decidié tomar
como marco de referencia a la Facultad de
Tecnologia y Ciencias Aplicadas. La
aplicacion de estas técnicas constituye una
herramienta 0 medio para lograr el objetivo del
presente proyecto. Si bien en la Facultad se
han puesto en practica técnicas de DM, no
existen antecedentes de aplicacion de un
proceso de KDD, involucrando a todo el
alumnado.

Introduccion

El rendimiento académico estudiantil desde un
punto de vista operativo, se ha limitado a la
expresion de una nota cuantitativa o cualitativa
y se encuentra que en muchos casos es
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insatisfactorio lo que se ve reflejado en la
desercion (abandono de los estudios
universitarios) y el desgranamiento (pérdida de
continuidad y/o retraso en el avance) de los
alumnos de la carrera

El rendimiento supone la capacidad del
alumno para responder a los estimulos
educativos. En este sentido, el rendimiento
academico esta vinculado a la aptitud.

Existen distintos factores que inciden en el
rendimiento académico. Desde la dificultad
propia de algunas asignaturas, hasta la gran
cantidad de examenes que pueden coincidir en
una fecha, pasando por la amplia extension de
ciertos programas educativos. Son muchos los
motivos que pueden llevar a un alumno a
mostrar un pobre rendimiento académico.

Por otra parte, el rendimiento académico
puede estar asociado a la subjetividad del
docente cuando corrige. Ciertas materias, en
especial aquellas que pertenecen a las ciencias
sociales, pueden generar distintas
interpretaciones o0 explicaciones, que el
profesor debe saber analizar en la correccién
para determinar si el estudiante ha
comprendido o no los conceptos.

Como podemos ver, hay muchos motivos por
los que el rendimiento del alumno se ve
afectado. Es por eso que no podemos
simplificar el analisis del mismo a solo las
calificaciones obtenidas en los examenes a lo
largo del cursado de una materia a través de
métodos meramente estadisticos.

En la dltima década, ha existido un gran
crecimiento en nuestras capacidades de
generar y colectar datos en las mas diversas
areas: el comercio, la banca, astronomia, fisica
de particulas, quimica, medicina,
departamentos de gobierno, entre otras. Esto
debido al gran poder de procesamiento de las
maquinas como a su bajo costo de
almacenamiento. Sin embargo, dentro de estas
enormes masas de datos existe una gran
cantidad de informacion "oculta”, de gran
importancia estratégica, a la que no se puede
acceder por las técnicas clasicas de
recuperacion de la misma.

A partir de la aplicacion de un grupo de
técnicas de Data Mining (DM) como el
clustering, arboles de decision, algoritmos de
aprendizaje inductivo, sumarizacion,
modelizacion de dependencias, regresion,
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entre otros, se pretende clasificar a los
estudiantes encontrando patrones ocultos y
reglas que los caractericen. Estos resultados
pueden mejorar el proceso de formacion
academica, estimular fundamentalmente el
desarrollo de aptitudes y de valores, contribuir
en la toma de decisiones tacticas y estratégicas
de la Facultad, proporcionando un sentido
automatizado para la  generacion de
conocimiento y elevando de esta manera la
calidad de la educacion en la Universidad.

Lineas de investigacion y desarrollo

El proyecto aborda la aplicacion de un proceso
de descubrimiento de conocimiento o KDD a
la Base de Datos de los alumnos de la Facultad
de Tecnologia y Ciencias Aplicadas de la
UNCa.

El proceso de KDD entre otras sofisticadas
técnicas aplica la inteligencia artificial para
encontrar patrones y relaciones dentro de los
datos permitiendo la creacion de modelos, es
decir, representaciones abstractas de la
realidad.

Este proceso conlleva diversas actividades
entre ellas interpretacion de los datos sobre los
que se va a trabajar, depuracion de los mismos,
aplicacion de algoritmos que ofrece la técnica
de DM vy andlisis de resultados. Hay que
destacar que todo este proceso es interactivo e
iterativo.

Resultados y Objetivos

El grupo de trabajo ha realizado algunos
analisis planteados, pero no posee aun
resultados finales, ya que el mismo ha
comenzado su ejecucion en enero del pasado
aflo. Se tiene como objetivo proveer los
conocimientos para la formacién cientifica,
tecnoldgica y complementaria, sobre las
tecnologias de Gestion de Datos en Base de
Datos (BD), buscando manipular estructuras
de almacenamiento de grandes volumenes de
informacidn para lograr acceso rapido y seguro
a los datos. Por lo que se pretende investigar y
experimentar nuevas técnicas y metodologias
para lograr la agilidad en las distintas
operaciones relacionadas a las BD. Esto
permitira obtener informacion, que con
simples accesos o consultas a los datos no
seria posible y se podra, de acuerdo a cada
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situacion, elegir el algoritmo correcto para
obtener resultados.
Objetivo General:
Determinar patrones estadisticos relacionados
con el perfil del alumno de la Facultad de
Tecnologia y Ciencias Aplicadas de la UNCa.
Objetivos Especificos:
= Determinar el rendimiento académico
de los alumnos por afio y carrera de la
Facultad de Tecnologia y Ciencias
Aplicadas.
= Descubrir la incidencia en el
rendimiento académico, teniendo en
cuenta los entornos socio-econémico,
socio-familiar, socio-sanitario y
habitacional de los alumnos.

Formacion de Recursos Humanos
El proyecto cuenta con integrantes que se
encuentran en la etapa de desarrollo de sus
tesis de posgrado en el marco de la carrera de
maestria en Ingenieria del Software en temas
especificamente relacionados al éarea del
proyecto y con una becaria de Beca de
Estimulo a las Vocaciones Cientificas (CIN)
2012 otorgada por la Secretaria de Ciencia y
Tecnologia de UNCa. Ademas los mismos
son docentes de las catedras Gestion de Datos
y Estructura de Datos de la carrera Ingenieria
en Informética de la Facultad de Tecnologia y
Ciencias Aplicadas; estando ambas materias
estrechamente ligadas al tema en cuestion y
donde tienen por objetivo proveer los
conocimientos para la formacion cientifica,
tecnoldgica y complementaria sobre las
tecnologias de Gestion de Datos en Base de
Datos, buscando manipular estructuras de
almacenamiento de grandes voliumenes de
informacién para lograr acceso rapido y
seguro a los datos, por lo consiguiente
siempre estan abocados a investigar y
experimentar nuevas técnicas y metodologias
para lograr la agilidad en las distintas
operaciones relacionadas a las BD.
Especificamente el proyecto de investigacion
prevé el programa de capacitacién y formacién
de recursos humanos, que contempla las
siguientes actividades:
e Incorporacion de alumnos de los ultimos
afios de la carrera de Ingenieria en
Informética de la Facultad de Tecnologia
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y Ciencias Aplicadas de la UNCa., en
calidad de auxiliares de investigacion.

e Direccion de tesinas de grado de la carrera
de Ingenieria en Informatica de la
Facultad de Tecnologia y Ciencias
Aplicadas de la UNCa integrados al
proyecto.

e Participacion de los integrantes del
proyecto en cursos de actualizacion y
posgrado en el area de estudio.

e Participacion en talleres o workshops de
herramientas informéaticas relacionadas
con las BD y KDD.

e Celebracion de convenios con otras
universidades, para capacitacion de los
recursos humanos en KDD.

Para garantizar la capacitacién y actualizacién

del equipo de investigacion, asi como la

difusion de los avances y resultados logrados,
se propuso la participacién en eventos
nacionales e internacionales de la especialidad,

COmMO congresos, SimMposios, seminarios y

CUrsos.
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RESUMEN

Los Proyectos de Explotacion de Informacion
difieren sustancialmente de los de Software
convencional. Las herramientas involucradas en los
procesos de Ingenieria en Software no son
aplicables a este tipo de proyectos. Surge Ia
necesidad de desarrollar un cuerpo  de
conocimientos para una Ingenieria de Explotacion
de Informacion, cuyo eje se centre en el desarrollo
de instrumentos que permitan un adecuado control y
gestion de los proyectos, contribuyendo a mejorar la
productividad de las PYMES del area.

Palabras clave: Proyectos de explotacion de
informacion, Instrumentos de gestion, test de
viabilidad, modelo de ciclo de vida, mapa de
actividades, formalismos para documentacion de
requisitos, método de estimacion de recursos.

CONTEXTO

Durante la etapa de investigacion documental de los
proyectos UNLa 33A81 y UNLa 33A105
desarrollados por el grupo de trabajo, se observd
que en la bibliografia consultada se repe—tia con
insistencia el uso indiscriminado de los términos
“mineria de datos” (o data mining) y “explotacion
de informacién” (o information mining) para
referirse al mismo cuerpo de conocimientos. En el
marco de este proyecto, se considera que la mineria
de datos se refiere a la algoritmia para encontrar
patrones de conocimiento en masas de datos;
mientras que la ingenieria de explotacion de
informacién entiende en los procesos y las
metodolo—gias utilizadas para ordenar, controlar y

gestionar la tarea de encontrar patrones de
conocimiento referidos (Garcia-Martinez et al.
2011a).

Los proyectos de explotacion de informacion poseen
caracteristicas muy distintas a los proyectos de
desarrollo de software tradicional (Pollo-Cattaneo et
al.,, 2010a), sobre todo en la parte operativa del
proyecto. La diferencia se presenta en los procesos
de desarrollo y mantenimiento en los cuales el ciclo

de fases de un proyecto de software tradicional:
inicio, requisitos, andlisis y disefio, construccion,
integracion y pruebas no resultan naturales en un
proyecto de explotacion de informacion (Vanrell et
al., 2010a; 2010b; 2012). Por otra parte, al evaluar
las principales metodologias existentes para los
proyectos de explotacion de informacion (Chapman
et al., 1999; SAS, 2008; Pyle, 2003), se observa la
falta de herramientas que permitan soportar de
forma completa la fase de administracion de
proyectos (Vanrell 2012).

Durante el desarrollo el proyecto 33A105
“Ingenieria de Proyectos de Explotacion de
Informacion para PYMES” se pudo producir un
primer ordenamiento del cuerpo de conocimiento
existente sobre lo que se ha definido como linea de
investigacion en Ingenieria de Explotacion de
Informacion. Una de las areas de vacancia
identificadas es la de instrumentos que permitan un
adecuado control y gestion de proyectos de
explotacion de informacion (Garcia-Martinez et al.,
2011c).

Una de las lecciones aprendidas sobre desarrollo de
software en Informatica derivada de los estadios
tempranos de la disciplina, es que, la ausencia de
una ingeniaria de software conllevaba a un
desarrollo artesanal de los artefactos software
(Ochoa et al, 2008). El desarrollo artesanal
implicaba la imposibilidad de poder establecer
dentro de valores racionales, parametros tales como:
[a] cantidad y calificacion de los recursos humanos
a emplear en el proyecto, [b] tiempos de desarrollo,
[c] modelos de proceso que guiaran el desarrollo y
permitieran establecer hitos de entrega, [d]
formalismos de documentacion que dieran cuenta de
lo hecho en el proyecto de desarrollo del artefacto
software y de las decisiones de disefio asumidas,
constituyendo el punto de partida para futuras
ampliacion de funcionalidades, [e] modelos de costo
de proyecto (Boehm, 1981), entre otros. De hecho la
estimacion de estos parametros se hacia en base a la
experiencia de individuos sin ninguna Dbase
ingenieril y lo para un grupo de desarrollo podia
hacerse en meses para otro podia hacerse en afios.
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La explotacion de informacion esta en sus primeros
estadios y, al igual que lo que ocurria con el
desarrollo de artefactos software, adolece de una
ingenieria que provea instrumentos para un
adecuado control y gestion de proyectos de este
tipo. En particular, en el caso de las PYMES del
sector, reviste importancia por cuanto contar con
herramientas para el control y la gestion de
proyectos de explotacion de informacion les permite
explorar una nueva linea de servicios informaticos.
Disponer de modelos de proceso para este tipo de
proyectos, habilita a la PYME disponer de una guia
que ordene el trabajo interno y permita establecer y
ofrecer al requirente hitos para los entregables del
proyecto. Disponer de modelos que permitan
cuantificar: la viabilidad, los recursos y los tiempos
a emplear en el proyecto de explotacion de
informacioén, hace predecibles (y acotables) los
costos al momento que una PyME ofrezca este tipo
de servicios en el marco de aplicaciones
gubernamentales o comerciales. Por otra parte
disponer de formalismos de documentacion facilita
a la PYME repetir procesos con el consecuente
ahorro de recursos.

INTRODUCCION

Hace ya un lustro, un estudio de la Universidad de
California en Berkeley [Lyman y Varian, 2003]
sefiald que la informaciéon disponible en Internet
crecia a razon de 92 petabytes [1015 bytes] por afio.
En [Maimon y Rokach, 2005] se ha sefialado que
esta informacidon esta disponible para procesos de
descubrimiento de conocimiento con independencia
que se encuentre en fuentes estructuradas [Rudin y
Cressy, 2003; Moss, 2003] 6 desestructuradas
[Vuori, 2006].

La inteligencia de negocio propone un abordaje
interdisciplinario [dentro del que se encuentra la
Informatica], que tomando todos los recursos de
informacion disponibles y el uso de herramientas
analiticas y de sintesis con capacidad de transformar
la informacion en conocimiento, se centra en
generar a partir de éstos, conocimiento que
contribuya con la toma de decisiones de gestion y
generacion de planes estratégicos en las
organizaciones [Thomsen, 2003; Negash y Gray,
2008].

La Explotacion de Informacion es la sub-disciplina
de los Sistemas de Informacién que aporta a la
Inteligencia de Negocio [Langseth y Vivatrat, 2003 ]
las herramientas para la transformacion de
informacién en conocimiento [Mobasher et al.,
1999; Srivastava et al., 2000; Abraham, 2003;
Coley, 2003]. Ha sido definido como la bisqueda de
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patrones interesantes y de regularidades importantes
en grandes masas de informacion [Fayad et al.,
1996; Grossman et al., 1998].

Un Proceso de Explotacion de Informacion se
define, como un grupo de tareas relacionadas
logicamente [Curtis et al., 1992] que, a partir de un
conjunto de informacién con un cierto grado de
valor para la organizacion, se ejecuta para lograr
otro, con un grado de valor mayor que el inicial
[Ferreira et al., 2005; Kanungo, 2005].
Adicionalmente, existe una variedad de técnicas de
mineria de datos, en su mayoria provenientes del
campo del Aprendizaje Automatico [Garcia-
Martinez, 1997; Garcia-Martinez et al., 2003],
suscep—tibles de ser utilizadas en cada uno de estos
procesos.

El proyecto que se presenta es continuacion del
Proyecto UNLa 33A105 “Ingenieria de Proyectos de
Explotacion de Informacion para PyMEs” [05/2011
— 04/2013], que fue a su vez continuacion del
Proyecto UNLa 33A081 “Sistemas de Informacion
para Inteligencia de Negocio” [05/2009 — 04/2011].
Los resultados de esto proyectos son:

» En el area de Fundamentos se ha argumentado la
necesidad de desarrollar una Ingenieria de
Proyectos de Explotacion de Informacion para
PYMES [Garcia-Martinez et al.,, 201l1c];
identificando las areas prioritarias sobre las cuales
trabajar en PyMEs [Garcia-Martinez et al., 2010a].
En el area de Procesos para Proyectos de
Explotacion de Informacion [EI], se ha formulado
una propuesta de procesos de EI [Britos y Garcia-
Martinez, 2009; Rancan et al., 2010; Garcia-
Martinez et al., 2011b; Pollo Cattaneo et al.,
2012a], se ha fundamentado la necesidad de
definir técnicas para el aseguramiento de la calidad
[Diez, et al., 2012], se ha realizado una
caracterizacion empirica de dominios para uso en
proyectos de EI [Lopez-Nocera et al., 2011]; se ha
trabajado en desarrollar técnicas y una
metodologia especifica para elicitacion de
requerimientos [Pollo Cattaneo et al., 2010b;
Mansilla et al.,, 2012] identificando posibles
formalismos de documentacion [Vegega et al.,
2012], se han sentado las bases para trabajar en
viabilidad y estimacion de proyectos de EI
[Rodriguez et al., 2010; Pytel et al., 2011a; 2011b;
2011c; 2012], y se ha desarrollado un modelo de
proceso de operacidon para proyectos de EI
[Vanrell et al., 2010a; 2010b].

En el area de Trabajo de Campo se validaron los
resultados parciales obtenidos en problemas
concretos en los dominios de: tuberias de gas
[D’Atri et al., 2009], prevencion de dafios y
averias en la industria automotriz [Flores et al.,
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2009], caracterizacion de problemas de
aprendizaje [Jiménez Rey et al, 2009],
identificacion de patrones de comportamiento de
comunidades educativas mediadas por entornos
virtuales [Cigliuti et al., 2012], identificacion de
errores de apropiacion de conceptos en el dominio
de analisis de sistemas de informacion [Saavedra-
Martinez et al.,, 2012b; 2012b], prevenciéon de
estrés de suelos [Sanson et al., 2009],
identificacion de datos faltantes con ruido o
inconsistentes en auditoria de sistemas [Kuna et
al., 2010a; 2010b; 2011] realizando estudios
comparativos de distintos procedimientos [Kuna et
al., 2012], identificacion de causales de abandono
de estudios universitarios [Kuna et al., 2009;
2010c], y estimacion en gestion de proyectos de
software [Bogado, et al., 2011]. Previamente se
trabajo en: identificacion de ca—ras humanas
[Britos et al., 2005], deteccion de cambios de
consumo de usuarios [Grosser et al., 2005; Britos
et al., 2008], localizacion de patrones en eventos
meteoroldgicos [Cogliati et al., 2006a; 2006b],
prediccion de la salud de una comunidad [Felgaer
et al., 2006], deteccion de dafos al corazon
[Ferrero et al., 2006], regis—tro de uso de sitios
web [Britos et al., 2007], seleccion de protocolos
pedagodgicos [Britos et al., 2008a], comprobacion
de malentendidos en programacion [Britos et al.,
2008c], y detec—cion de patrones criminales
[Valenga et al., 2007a; 2007b; 2008].

OBJETIVOS E HIPOTESIS DE
INVESTIGACION

En este proyecto se busca continuar con el
desarrollo y sistematizacion del cuerpo de
conocimiento asociado a la Ingenieria de
Explotacion de Informacion iniciado en el proyecto
33A105. En esta etapa, la investigacion se focalizara
en el desarrollo de herramientas para el Control y la
Gestion de Proyectos de Explotacion de
Informacion en PyMEs.

La pregunta problema que anima la investigacion
es: (Se puede cubrir la vacancia de herramientas de
control y gestion para proyectos de explotacion de
informacion?

Entre los supuestos (o hipotesis) que guian el
proyecto se encuentran:

Hipotesis 1I: Los proyectos de explotacion de
informacioén poseen caracteristicas muy distintas a
las de los proyectos de desarrollo de software
tradicionales. Las clésicas etapas de analisis, disefo,
desarrollo, integracion y testeo no encajan con las
etapas naturales de los procesos de desarrollo de
este tipo de proyectos. En consecuencia, los
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métodos de determinacion de viabilidad de
proyecto, los modelos ciclos de vida para software
(p.ej.: cascada, prototipado, 6 espiral); los modelos
de procesos software (p.ej.. IEEE 1074 o
MOPROSOFT); y la natural derivacion de estos
ultimos: los mapas de actividades para proyectos
software no son aplicables a este tipo de proyectos.

Hipotesis 1I: Existen metodologias de explotacion
de informacion que destacan la importancia del
planeamiento de una elicitacion de requerimientos a
lo largo de todo el proyecto de una manera
ordenada, documentada, consistente y trazable. Sin
embargo, el abordaje clasico de la ingenieria de
requerimientos no se ajusta a los proyectos de
explotacion de informacién porque no atiende los
aspectos  particulares de especificacion  de
requerimientos para este tipo de proyectos. De
hecho, las técnicas clasicas no son aplicables al
proceso de identificar el problema de explotacion de
informacion ni la documentacién asociada.

Hipotesis III: El proceso de aseguramiento de la
calidad es el conjunto de acciones planificadas y
sistematicas implantadas dentro del sistema de
calidad, y demostrables si es necesario, para
proporcionar la confianza adecuada que una entidad
cumplira los requisitos de calidad de procesos y de
productos en el marco de un proyecto de desarrollo.
La Ingenieria de Explotacion de Informacion
dispone de metodologias que guian el
desenvolvimiento de proyectos que se consideran
probadas y tienen un buen nivel de madurez en
cuanto a los procesos de desarrollo. Sin embargo,
estas metodologias no definen procesos especificos
para el control y la gestion de proyectos en el area,
en particular, para el aseguramiento de la calidad.

Hipotesis IV: La determinacion de las tareas a
desarrollar en un proyecto, de los recursos
necesarios y del tiempo que transcurrird desde el
comienzo hasta el final de su realizacidén; es una
actividad de control y gestion que permite definir
tempranamente la duracion del proyecto y formular
el correspondiente célculo de costos. Si bien el
metodo DMCoMo permite estimar proyectos de
explotacion de informacion, sus autores han
seflalado su aplicabilidad solo para proyectos de
grandes organizaciones. Esto deja a las PyMEs sin
un procedimiento de estimacion de proyectos de
explotacion de informacion,

Objetivo General: El objetivo de este proyecto es
desarrollar el cuerpo de conocimiento necesario para
las actividades tempranas de control y getiéon en un
proyecto de explotacion de informacion con
focalizacion en su transferencia al sector PyMEs de
informatica. Se busca proveer las siguientes
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herramientas para proyectos de explotacion de
informacién: test de viabilidad, modelo de ciclo de
vida, mapa de actividades, procedimiento de
derivacion del problema de negocio en problema de
explotacion de infomacidon, formalismos para
documentacion de requisitos, técnicas y métodos de
aseguramiento de la calidad del proceso y del
producto y método de estimacion de recursos.

Objetivos especificos vinculados a Hipotesis I

1.- Desarrollar de un Test de Viabilidad de
Proyectos de Explotacion de Informacion

2.- Desarrollar un Modelo de Ciclo de Vida para
Proyectos de Explotacion de Informacion

3.- Desarrollar un Mapa de Actividades para para
Proyectos de Explotacion de Informacion

Objetivos especificos vinculados a la Hipotesis 11:

4.- Desarrollar un procedimiento basado en
formalismos de Ingenieria del Conocimiento
que permita derivar el problema de explotacion
de informacion a partir de representaciones del
problema de negocio.

5.- Desarrollar formalismos basados en Ingenieria
del Conocimiento  que  permitan la
documentacion de requisitos en proyectos de
explotacion de informacion

Objetivo especifico vinculado a la Hipotesis 111:

6.- Desarrollar ~ técnicas 'y  métodos  para
aseguramiento de la calidad del proceso y del
producto en Proyectos de Explotacion de
Informacion.

Objetivo especifico vinculado a la Hipotesis IV:

7.- Desarrollo de un Método de Estimacion de
Recursos para Proyectos de Explotacion de
Informacion en PyMES.

METODOLOGIA DE TRABAJO

Se prevé: realizar investigacion documental
identificando casos de estudio, desarrollar mediante
la metodologia de prototipado evolutivo las
versiones iniciales de los instrumentos combinado
con mejora incremental, probar la versién de
produccion de los prototipos en casos seleccionados.

RESULTADOS OBTENIDOS/ESPERADOS

Como resultado de este proyecto, se esperan contar
al fin de su desarrollo con los siguientes
instrumentos para la gestion de proyectos de
explotacion de informacion: test de viabilidad,
modelo de ciclo de vida, mapa de actividades,
procedimiento de derivacion del problema de
negocio en problema de explotacion de infomacion,
formalismos para documentacion de requisitos,
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técnicas y métodos de aseguramiento de la calidad
del proceso y del producto, y método de estimacion
de recursos.

FORMACION DE RECURSOS HUMANOS

El grupo de trabajo se encuentra formado por tres
investigadores formados, dos investigadores en
formacion y cuatro becarios alumnos de la carrera
Licenciatura en Sistemas de la UNLa. En su marco
se desarrolla dos Tesis de Doctorado en Ciencias

Informaticas 'y cuatro Trabajos Finales de
Licenciatura en Sistemas.
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Resumen.

El estado, a través de sus planes sociales, y
distintas ONG ofrecen ayuda social a sectores
vulnerables de nuestro pais. Pero dicha ayuda
social demanda que la asignacion de esos
recursos sea optimizada para que cada grupo
familiar obtenga los recursos necesarios de
acuerdo a sus necesidades. El objetivo de este
proyecto es generar herramientas informéticas
de gestion que analice y optimice la asignacién
de dichos recursos.

Palabras clave:

Indicadores. Optimizacion. Ontologias.
Cluster. Logica Difusa. Multicriterio.

Contexto.

La propuesta esta contenida en el proyecto
MERAIS V (Métodos de Razonamiento
Aproximado en la Investigacién
Socioeconémica), dentro del Instituto de
Tecnologia Informéatica Avanzada

(INTIA) del Grupo Informatica de Gestion,
Universidad Nacional del Centro de la
provincia de Buenos Aires. Es continuacion de
los anteriores MERAIS IV (Andlisis de la

Aplicabilidad del BSC en el desarrollo de
Ontologias en Informética de Gestidn
(03/C126), MERAIS Il (Data Mining
Ontology, 03/C189), MERAIS 1l (Sistema
Basado en Conocimiento para la Seleccién de
Técnicas de Analisis de Datos, 03/C155) y
MERAIS | (03/C113). Aprobados por Consejo
Superior UNCPBA vy del proyecto Analisis
de la Aplicabilidad del BSC en el desarrollo de
Ontologias en Informética de Gestion ( Codigo
UTN 1147) UTN FRBB:

Introduccion.

En la actualidad las redes sociales, en especial
las que trabajan en la atencién de las
necesidades primarias insatisfechas, enfrentan
una problematica comdn, que la demanda
supera ampliamente la oferta de recursos. Este
hecho hace obligatorio establecer criterios que
con asistencia de herramientas de gestion y
analisis de procesos, optimicen en el mayor
grado posible, la asignacién de los escasos
recursos.

El rol del estado, a través de sus planes
sociales o programas de desarrollo social, que
suelen ser puntos “sensibles” en la accion de
los municipios, constituye una de las
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organizaciones que mas demanda la

optimizacion de la asignacion de recursos para

satisfacer las necesidades primarias de sus

ciudadanos.

El presente proyecto esta integrado por una

serie de etapas tendientes a generar un

conjunto de herramientas informaéticas de

gestion, a fin de analizar y optimizar los

procesos de asignacion de los recursos,

trabajando sobre datos reales de ONG’s

dedicadas a la ayuda social.

Las etapas pueden establecerse como:

1- Relevamiento de la demanda.

2- Relevamiento de los recursos (actuales y
potenciales) existentes.

3- Fijacion de criterios de asignacién de
recursos.

4-  Implementacion.

5- Monitoreo y seguimiento, con mejora
continua de procesos.

Etapa 1: Relevamiento de la demanda.

La principal accién en esta etapa consistira en
analizar cuéles son los programas existentes de
las organizaciones sociales y relevar, mediante
encuestas, cuales son las necesidades presentes
en los beneficiarios de esos programas. El
relevamiento cubrira una serie de factores de
analisis personales, de las viviendas y del
grupo familiar, entendiéndose por tal a todos
los individuos que viven bajo el mismo techo
independientemente de la condicion filiatoria.
Se procederd a la categorizacion de las
necesidades y la definicién formal de las
relaciones: “la necesidad N es evaluada en la
pregunta P”.

La categorizacién implica la seleccion y
combinacién de factores por métodos que
garanticen la equidad y la satisfaccion de las
condiciones de vida digna a la cual toda
persona tiene derecho, y cuya definicion puede
sufrir variaciones segun regiones, subculturas,
grupos sociales, etc.

Esta categorizacion, previa a las decisiones de
asignacion, conlleva la aplicacion de
algoritmos de andlisis “multiobjetivo” y
“multicriterio” a fin de mantener la equidad en
la gestién de los recursos. (Barba Romero,
1998), (Jie, 2007), (Saaty, 2008)
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Etapa 2: Relevamiento de recursos (actuales y
potenciales) existentes. En esta etapa seran
estudiadas las fuentes y los recursos con que
cuentan las distintas organizaciones sociales
gue asisten a los necesitados. Se procedera a la
categorizacion de los mismos y la definicidn
formal de la relacidon “el recurso R satisface la
necesidad N”.

Etapa 3: fijacion de criterios de asignacion de
recursos.

Habiendo realizado las etapas 1y 2, se dispone
de la regla “la persona X, a través de la
respuesta a la pregunta P, presenta la
necesidad N que se satisface con el recurso R”.
Naturalmente habra en general varias personas
gue demanden los mismos recursos.

En esta etapa serdn establecidos los criterios
de asignacion de recursos a fin de optimizar la
distribuciéon de los que son demandados
concurrentemente.

Etapa 4: Implementacion.

El sistema a desarrollar estd basado en la
accion inter institucional con el agregado de
control conjunto entre las organizaciones
participantes.

Son las instituciones las que conocen las
necesidades de sus asistidos y los recursos con
gue cuentan, pero podria darse el caso de que
sea ‘“‘sobreasistido” o “no asistido” a un
beneficiario por ignorar lo que sucede con
otras instituciones que operan en el mismo
sector.

Etapa 5: Monitoreo y seguimiento, con
mejora continua de procesos.

Lo expuesto pone en evidencia que realizar
este proyecto implica lograr un fuerte
compromiso de las partes intervinientes, para
que el sistema entre en un ciclo de “mejora
continua”.

L ineas de investigacion y

desarrollo.

Dada la complejidad y el volumen de los datos
con los que se trabajara para elaborar las
asignaciones, el proyecto limitara su andlisis y
aplicacion de algoritmos a un segmento
muestral a fin de poder  operar
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experimentalmente  con los  modelos 3. Calcular las asignaciones de ayuda a

seleccionados sin que sea requeridos por la
naturaleza del modelo a aplicar y dirigidos a:

familias en forma individual y agregada
mediante modelos multicriterio AHP

1. Desarrollar sistemas de indicadores (Analytic ~ Hierarchy  Process) de
relativos al funcionamiento de una red asignacion de ayudas individuales y
social (concretamente en el caso de aplicarlos a los requerimientos
analisis, una ONG de ayuda a establecidos  para  determinar  las
carecientes). asignaciones  apropiadas.  Desarrollar

2. Elaborar y ensayar algoritmos de indicadores de gestion para evaluar las
formalizacion y optimizacion para la asignaciones.
gestion de redes mediante algoritmos Comparar mediante Logica Difusa y
algebraicos y técnicas probabilistas. Andlisis  de  Agrupamientos las

3. Elaborar un SIBO (Sistema de asignaciones realizadas en periodos
Informacién Basado en Ontologias) de la anteriores con las definidas por el modelo
red social utilizada para el analisis. multicriterio a fin de verificar la

4. Aplicar técnicas multicriterio de analisis conveniencia de reemplazar los métodos

de decisiones a la gestion de redes y
comparar con las adoptadas y disponibles
en las bases de datos.

Resultados y Objetivos.

Los objetivos generales del proyecto son:

empiricos de asignacion de ayuda por un
modelo  informatizado  propuesto 'y
elaborar un sistema de indicadores.
Desarrollar e implementar el sistema de
aplicacién del modelo de asignaciones
para su utilizacion por las ONG’s.

1. Analizar y definir las caracteristicas .,
socioeconomicas de las familias que Formacion de Recursos
participan de los programas de ayuda Humanos.
social en funcion de los parametros Cargo Docente
preesta_lblecidos y agruparlas para su Apellido | Actual/Posgra _
tratamlento. . y nombre do Funciones

2. Analizar los requerimientos de ayuda Cat. | Dedic.
econémica, por familia y agregados, Xodo, Tit. Semi. | Director
definirlos mediante ontologias Daniel
computacionales para su procesamiento y Tripodi, | Adj. | Semi. | Co-
desarrollar modelos de gestion de Gustavo Director
asignaciones, control, evaluacion vy Bueno, Adj. | Simple | Investig.
prondstico de oferta y demanda de bienes. Moisés formado

Matassa, | Adj. | Semi Investig. de

Los objetivos especificos son: Marcelo apoyo

1. Diferenciar, clasificar y agrupar las lllescas, | Adj. | Excl. | Investig
familias segtin composicion, necesidades Gustavo formado
permanentes y circunstanciales Lagrang, |JTP | Simple | Becario
(enfermedades,  nacimientos,  etc.) lvan :
mediante técnicas de Cluster Analysis Dos Rels, | JTP Excl. Investig. de
para operar computacionalmente con las #Arzttlt? Al Simple ?r?\?g;[ig
unl_dac_ies y su agregacion a finde Marcos estudiante
optimizar las asignaciones a realizar. Gil Al Simple | Investig. de

2. Seleccionar el segmento apropiado para la Guillermo apoyo
elaboracién de un SIBO (Sistema basado Puleo, Ay. Simple | Investig. de
en  Ontologias)  seleccionando las Ricardo Gra apoyo
necesidades permanentes de los grupos en Amador, | Adj. | Simple | Investig. de
estudio para su disefio. Adrian apoyo
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Resumen

En las bases de datos tradicionales es fre-
cuente el procesamiento de consultas por exac-
titud o por rango de valores suceptibles de ser
ordenados, sobre datos estructurados en regis-
tros de tamafio fijo compuestos por campos
comparables. La necesidad de almacenar otros
tipos de datos tales como los objetos multi-
mediales (imédgenes, video, texto) y el hecho
de que estos datos no puedan estructurarse,
obligé a extender las capacidades de las ba-
ses de datos; pero en la mayoria de los ca-
sos sOlo se permiten el almacenamiento y al-
guna funcionalidad adicional. Por ello resul-
ta necesario desarrollar nuevos enfoques para
almacenar y la buscar objetos no estructura-
dos eficientemente. En estos nuevos modelos
la busqueda exacta carece de interés y en mu-
chos casos se requiere mantener los distintos
estados de la base de datos a través de tiempo
y no so6lo el mds reciente, para poder consul-

Gilberto Gutierrez
Facultad de Ciencias Empresariales
Universidad del Bio-Bio
Chillan, Chile
ggutierr @ubiobio.cl

tar informacidén histérica. Como solucién han
surgido modelos como el espacial, temporal,
espacio-temporal, espacios métricos y el mo-
delo métrico-temporal, que permiten represen-
tar y manipular estos tipos de datos. El tema de
estudio del Grupo de Investigacion en Bases
de Datos (GIBD), es el modelado de objetos
no estructurados y el procesamiento eficiente
de consultas sobre estos tipos de datos.

Palabras Claves: Bases de Datos Espacia-
les, Bases de Datos Espacio-Temporales, Es-
pacios Métricos, Indices, Espacios Métrico-
Temporales.

1. Contexto

El presente trabajo se desarrolla en el ambi-
to del proyecto Métodos de acceso, consultas
y aplicaciones en modelos de bases de datos
no convencionales (PID 25-D040) del Grupo
de Investigacion en Bases de Datos, pertene-
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ciente al Departamento Ingenieria en Sistemas
de Informacién de la Universidad Tecnoldgica
Nacional, F. R. Concepcién del Uruguay.

2. Introduccion

Las bases de datos clasicas se organizan ba-
jo el concepto de busqueda exacta sobre da-
tos estructurados. Esto significa que la infor-
macion se organiza en registros los cuales se
dividen en campos que contienen valores com-
pletamente comparables. Una consulta retorna
todos aquellos registros cuyos campos coinci-
den con los aportados en la consulta (bisqueda
exacta). Por otro lado, otra caracteristica im-
portante de las bases de datos cldsicas es que
capturan s6lo un estado de la realidad modela-
da, usualmente el mas reciente. Por medio de
las transacciones, la base de datos evoluciona
de un estado al siguiente descartando el estado
previo.

En la actualidad es necesario implemen-
tar nuevas estrategias de almacenamiento y
busqueda para nuevos modelos de bases de da-
tos, que permiten almacenar datos no estructu-
rados tales como imagenes, sonido, texto, vi-
deo, datos geométricos, etc. Las caracteristi-
cas principales de estos nuevos tipos de datos
€s que no poseen una estructura uniforme, por
lo cual los indices tales como el B*-Tree no
se pueden utilizar para hacer mds eficiente la
busqueda, las consultas por igualdad carecen
de interés, y en algunos casos es un requisito
mantener todos los estados de la base de datos
y no so6lo el més reciente. En este contexto se
han generado los nuevos modelos que descri-
bimos brevemente a continuacion.

Las Bases de Datos Espaciales permiten
procesar objetos con alguna referencia espa-
cial. Un dato espacial puede ser en su for-
ma mas simple un punto, una polilinea o un
poligono. La persistencia de estos tipos de da-
tos espaciales se basa no sélo en el valor de
ciertos atributos, sino también en la ubicacion
espacial del objeto. Por ejemplo, podria resul-
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tar de interés obtener los terrenos geogréfica-
mente adyacentes a uno dado, o encontrar to-
dos los hospitales cercanos a una determinada
ruta. Existen muchas aplicaciones para el mo-
delo de bases de datos espaciales; una de las
mds destacadas son los sistemas de informa-
cioén geografica (SIG), que realizan el procesa-
miento de datos geogréficos y que almacenan
la geometria y los atributos de datos con algun
tipo de georreferencia, es decir, situados en la
superficie de la tierra y representados bajo una
proyeccion cartografica. Uno de sus objetivos
es resolver problemas complejos de planifica-
cidn y gestion.

Las Bases de Datos Temporales manejan in-
ternamente una o mas dimensiones tempora-
les, permitiendo asociar tiempos a los datos
almacenados. Existen tres clases de bases de
datos temporales segin el modo en que ma-
nejan el tiempo: (a) de tiempo transaccional
(transaction time), donde el tiempo se regis-
tra de acuerdo al orden en que se procesan las
transacciones; (b) de tiempo vigente (valid ti-
me), que almacenan el momento en que el he-
cho ocurri6 en la realidad, que puede no coin-
cidir con el momento de su registro; y (c) bi-
temporales, que integran la dimension transac-
cional y la dimension vigente a través del ver-
sionado de los estados. En las consultas se
requiere conocer el comportamiento de algun
objeto en algin instante dado o durante un in-
tervalo de tiempo determinado. Por ejemplo
una consulta temporal podria ser recuperar la
evolucion del sueldo de un empleado en un in-
tervalo de tiempo dado, o encontrar todos los
empleados que tenian cierta categoria en una

fecha dada.

Los Espacios Métricos constituyen un mo-
delo de bases de datos orientado al almacena-
miento de objetos no estructurados, que per-
mite realizar consultas por similitud eficiente-
mente. Este tipo de consultas utiliza funciones
de distancia para determinar el grado de simi-
litud entre los objetos de la base de datos y
el objeto que se consulta. Un Espacio Métri-
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co se define como un par (U, d) donde U es
el universo de objetos validos del espacio y
d: U x U — R" es una funcién de distan-
cia definida entre los elementos de U que mide
su similitud (a menor distancia mas cercanos
o similares son los objetos). Llamaremos base
de datos a cualquier subconjunto finito X C U
cuya cardinalidad es |X| = n. La funcién d
cumple con las propiedades caracteristicas de
una funcién métrica: Vo, y € U, d(z,y) > 0
(positividad); Vx,y € U, d(z,y) = d(y,)
(simetria); Vo € U, d(z,z) = 0 (reflexivi-
dad) y Vz,y,z € U, d(z,y) < d(x,z) +
d(z,y) (desigualdad triangular). En base a este
modelo se han desarrollado indices especiales
que aumentan la velocidad de respuesta de las
bisquedas por similitud.

Estos tres tipos de bases de datos se pueden
combinar para resolver consultas complejas
que involucran mas de un aspecto de los ante-
riormente descriptos. Asi han surgido los mo-
delos Espacio-Temporal y Métrico-Temporal.

Las Bases de Datos Espacio-Temporales
tratan con objetos que cambian su identidad, su
posicion o su forma en el tiempo. Las consultas
a resolver en este tipo de bases de datos pue-
den incluir referencias espaciales, tales como
posicidn, interseccion, inclusién o superposi-
cidén, y temporales, tanto respecto al pasado o
presente como predicciones del tiempo futuro.
Por ejemplo, nos puede interesar saber cual es
la maxima velocidad alcanzada por un objeto
en un intervalo de tiempo, o recuperar los ob-
jetos que cruzaron una cierta drea en un ins-
tante de tiempo dado o incluso los que pasaran
por un punto en el futuro, si es que mantienen
su direccion. Entre las aplicaciones que tratan
con este tipo de bases de datos se incluyen las
de prediccion climdtica, control de tréfico te-
rrestre o aéreo, aspectos sociales (demografia,
salud) y multimedia.

El Modelo Métrico-Temporal surge ante la
necesidad de aplicaciones donde resulta de in-
terés realizar busquedas por similitud tenien-
do en cuenta también la componente temporal.
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En este modelo se puede trabajar con objetos
no estructurados con tiempos de vigencia aso-
ciados y realizar consultas por similitud y por
tiempo en forma simultdnea. Formalmente un
Espacio Métrico-Temporal es un par (U, d),
donde U = O x N x N,y la funcién d es de
la forma d : O x O — R*. Cada elemento
u € U es una triupla (obyj, t;, ), donde obj es
un objeto (por ejemplo, una imagen, sonido,
cadena, etc) y [t;,ty] es el intervalo de vigen-
cia de obj. La funcién de distancia d, que mi-
de la similitud entre dos objetos, cumple con
las propiedades de una métrica (positividad,
simetria, reflexividad y desigualdad triangu-
lar). Una consulta métrico-temporal por ran-
go se define como una 4-upla (¢, 7, tiq, trq)d,
tal que (¢, 7, tig. trq)a = {0/(0,tio, tro) € X A
d(q,0) <7 A (tio <trg) A (tig <tgo)

3. Lineas de Investigacion

Nuestra principal linea de trabajo es el es-
tudio de métodos de acceso, procesamiento
de consultas y aplicaciones de bases de datos
no tradicionales, centrdndonos principalmen-
te en los modelos métrico-temporal y espacio-
temporal. Damos a continuacion una descrip-
cién de las lineas de investigacion que actual-
mente estamos desarrollando.

3.1. Consultas Métrico Temporales

sobre Cadenas

Hasta el momento se han propuesto cua-
tro indices métrico-temporales: el FHQT-
Temporal [6], el Historical-FHQT [2], el
Event-FHQT (5] y el Pivot-FHQT [3] todos
ellos han tomado como base el indice para es-
pacios métricos Fixed Height Queries Tree[1],
que trabaja con funciones de distancia dis-
cretas. Ademds se han disefiado las variantes
FHQT"-Temporal y Event-FHQT" que permi-
ten tanto funciones discretas como continuas.

Para probar la eficiencia de los indices se
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desarrollé una aplicaciéon que tiene por fi-
nalidad permitir efectuar consultas métrico-
temporales sobre el sistema de archivos de
los sistemas operativos (Windows/Linux). Es-
ta aplicacion esté orientada a la biisqueda por
similitud de archivos y carpetas tanto por nom-
bre como por fecha, con diferentes radios de
busqueda, y utiliza indices métrico-temporales
que disminuyen significativamente el tiempo
de respuesta.

3.2. Busqueda de Imagenes

En la bisqueda de imagenes por similitud en
grandes bases de datos, es tan importante la efi-
ciencia del sistema (recuperar imigenes en un
tiempo razonable) como su eficacia (recuperar
imagenes que sean realmente de interés). La
eficacia depende principalmente del preproce-
samiento de las imagenes, de la técnica de ex-
traccion de caracteristicas y de la funcién de
distancia que se emplee. Por otro lado, los fac-
tores de mayor relevancia para la eficiencia del
proceso son el costo de la funcion de distancia
y el tipo de indice que se utilice para acelerar
la busqueda.

Un verdadero sistema de recuperacion de
imagenes debe permitir dar una imagen como
objeto de consulta y debe poder determinar la
similitud entre ese objeto y cada una de las
imagenes de la base de datos en forma eficien-
te, a fin de responder la consulta.

La busqueda por similitud aplicada a image-
nes implica transformar las imégenes en vecto-
res de caracteristicas que luego se insertan en
un indice métrico. Luego, ante una consulta, se
transforma la imagen de consulta de la misma
manera para poder buscar usando el indice.

Existen dos tareas que son cruciales en este
proceso: una es convertir las imagenes en vec-
tores y la otra definir una funcion de distancia
que permita comparar las imdgenes. La prime-
ra tarea afecta directamente la eficacia del sis-
tema dado que las busquedas se realizardn en
base a las caracteristicas extraidas de cada ima-
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gen. La segunda tarea afecta tanto la eficacia
como la eficiencia; la eficacia porque la fun-
cion de distancia modela formalmente lo que
se entiende por similitud y la eficiencia porque
el costo de busqueda en el indice se ve direc-
tamente afectado por el costo de célculo de la
funcion de distancia y por la distribucién de
distancias que genera.

Si bien hay numerosos trabajos de investiga-
cién que se concentran en el preprocesamiento
de las imagenes y extraccion de caracteristicas
[8], las funciones de distancia [7] y los indices
métricos [4], la mayoria lo hace por separado,
sin estudiar la integracion de estos aspectos.

En esta linea hemos trabajado definiendo un
proceso para el tratamiento integral de las ba-
ses de datos de imagenes.

3.3. Aplicaciones de Bases de Datos
Espaciales y Sistemas de Infor-
macion Geografica

En el marco de este proyecto se han firma-
do convenios de colaboracién con otras insti-
tuciones y grupos de investigacion con el fin
de prestar servicios relacionados a la temaéti-
ca del grupo. Se colabor6 con el Grupo de Es-
tudios de Calidad y Medio Ambiente de esta
Facultad en la elaboracién de un informe pa-
ra analizar y describir el sector comercial y de
servicios de la ciudad de Concepcion del Uru-
guay a fin de obtener una herramienta de pla-
nificacion. Con la Secretaria de Desarrollo So-
cial del Municipio de Concepcion del Uruguay
se firmo un convenio para desarrollar e imple-
mentar una herramienta SIG (Sistema de Infor-
macion Geografica) para la LINEA 102 (Linea
de los Derechos) que sirva como herramienta
de planificacién y soporte a la toma de deci-
siones, mediante la visualizacién en un mapa
de la ciudad de las direcciones asociadas a las
denuncias telefonicas recibidas por dicho ser-
vicio de atencion telefénica y la vinculacion
de esta capa con otras de interés. Con la Facul-
tad de Ciencias de la Salud de la Univ. Nac.
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de Entre Rios se establecié un convenio pa-
ra el desarrollo y mantenimiento de un servi-
dor de mapas interactivo en el que se visuali-
zan datos georreferenciados resultantes de di-
versos proyectos de investigacion. Actualmen-
te se estd trabajando en el desarrollo de un Sis-
tema de Informacién Geografica para el muni-
cipio de la localidad de Caseros, Entre Rios,
que permitird georreferenciar la capa catastral
de la localidad y asociar dicha base de datos
a la gestion de tasas municipales y posterior-
mente servird como herramienta de planifica-
cién para la gestion municipal.

4. Resultados Esperados

Se espera contar con métodos eficientes,
tanto en memoria principal como en memoria
secundaria, para el procesamiento de consultas
en el ambito de bases de datos no tradiciona-
les. Esto incluye el disefio de indices, la defi-
nicidn de funciones de distancias adecuadas a
la problemética tratada, la definicién de nuevas
consultas que sean de interés y el desarrollo de
aplicaciones en ambitos reales de uso de los
métodos desarrollados.

5. Formacion de Recursos
Humanos

El trabajo desarrollado hasta el momento
forma parte del desarrollo de dos Tesis de
Maestria en Ciencias de la Computacion. Uno
de los integrantes del grupo esta desarrollando
su Tesis Doctoral sobre la temética de indexa-
cién en memoria secundaria de bases de datos
textuales, tema intimamente relacionado a las
lineas de estudio de este grupo. El grupo cuen-
ta en la actualidad con tres alumnos becarios
que se estdn formando en estas temdticas y se
han desarrollado hasta la fecha cinco tesinas de
grado en el marco del proyecto.
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Resumen

Sin duda la aparicion del lenguaje de marcas
extensible, XML (eXtensible Markup Language), genero
muchos cambios en el mundo de la informatica. Por un
lado, la introduccién de muchas tecnologias asociadas, y
por otro, la transformacion o adecuacion de las ya
existentes. EI mundo de las bases de datos no quedd
fuera de tal situacién. Los fabricantes de los SGBDs
tradicionales se vieron en la necesidad de extender sus
estructuras habituales para poder manipular datos XML,
dando origen a los SGBDs extendidos (SGBDR_XML).
Conjuntamente, surgieron los SGBDs XML nativos
(NXDB), que adoptaron el tipo XML como estructura de
datos intrinseca.

Este trabajo tiene como finalidad, presentar y explicar
algunos aspectos significativos en cuanto a la eleccion
del modo de almacenamiento de datos XML en el
Sistema de Gestidn de Bases de Datos Oracle 11g.

Palabras clave: Bases de Datos — XML

Contexto

Este articulo expone parte del trabajo realizado dentro
de las actividades planificadas en el Proyecto de
Investigacion “XML: TECNICAS DE GESTION E
INTERCAMBIO DE DATOS” - 21/ E915, aprobado
por el CICITCA en Octubre de 2011. De esta manera,
contribuye al objetivo general de dicho proyecto:
“Estudiar y experimentar la tecnologia XML en distintos
tipos de motores de bases de datos”.

Introduccion

XML, al igual que el lenguaje de marcas de hipertexto
HTML (Hyper Text Markup Language) sobre el que esta
basado World Wide Web, tiene sus raices en la gestion
de documentos y estd derivado de un lenguaje para
estructurar grandes documentos, conocido como
lenguaje estandar generalizado de marcas SGML
(Standard Generalized Markup Language) [1] [3]. Sin
embargo, a diferencia de SGML y HTML, XML puede
representar datos estructurados usados en aplicaciones
de negocios.

Un archivo escrito en XML ademas de proporcionar
informacién se describe asimismo, constituyéndose en
un formato ideal para materializar el intercambio de
datos entre aplicaciones. El receptor puede entender la
informacion recibida y, por lo tanto, procesarla. Tiene el
formato de un archivo de texto plano, lo que facilita
enormemente la transferencia de informacion, logrando
ademas independencia con respecto a diferentes
plataformas.

La utilizacion masiva de esta nueva forma de
representacion de datos en muchos contextos, provoco la
necesidad de gestionarlos [2]:

e Los SGBDs tradicionales extendieron  sus
capacidades para poder soportar datos XML
[4][6][9]. En consecuencia, el lenguaje estandar
utilizado por los motores de bases de datos
relacionales, SQL, se amplié con el objetivo de
manejar estructuras XML, dando lugar a la aparicion
del SQL/XML (ISO/IEC 9075-14:2006) [5].

e Surgi6 un nuevo tipo de motor de bases de datos, los
SGBDs XML nativos. La estructura de datos
subyacente en estos motores es precisamente XML.
Ademas, proveen lenguajes XML especificos, tales
como XPath y XQuery [2].
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Este trabajo aborda especificamente aspectos
relacionados al primer grupo, los SGBDR_XML.
Particularmente se eligi6 Oracle 11g dado su
posicionamiento aventajado en el mercado y al
importante conjunto de tecnologias relacionadas al
almacenamiento y recuperacion de datos XML que
incluye desde su version 9iR2, llamado Oracle XML DB
[7].

Oracle permite almacenar datos XML fuera de la base
de datos, en un repositorio, y acceder a sus datos a traves
de técnicas basadas en el lenguaje XPath.

Asimismo, permite almacenar documentos XML dentro
la base de datos, especificamente en tablas. Para ello
provee un tipo de datos nativo llamado XMLType.

1. Modelos de almacenamiento XML Type

Este nuevo tipo de dato abstracto permite guardar
datos en formato XML. Brindando la posibilidad de
utilizar esquemas XML [10], XPath, XQuery [3], XSLT
[11], indexacion y particionamiento de documentos
XML.

En las versiones Oracle Database 9i y 10g los
documentos XML se almacenan como CLOB o como
objetos. A partir de la version Oracle Database 11g se
agreg6 una nueva posibilidad, almacenarlos en formato
binario (Binary XML), que de hecho es el formato por
defecto a partir de la version 11.2.0.2 [7][8].

a)  Almacenamiento no estructurado

Los datos XMLType se almacenan como un CLOB
(Character Large Object). Los documentos XML son
almacenados preservando el documento original,
inclusive los espacios en blanco. Asi, se mantiene
fidelidad de contenido o de documento. Ademas, Oracle
brinda la posibilidad de asociar un esquema en esta
forma de almacenamiento. Provee un desempefio muy
bueno en las operaciones de insercion y recuperacion de
los documentos completos.

Sin duda es una opcion que proporciona una gran
flexibilidad, pero por otro lado, requiere una sobrecarga
en el procesamiento cuando se necesita consultar su
contenido, como por ejemplo cuando se usan las
funciones XMLType.Extract y XMLType.ExistsNode.
Evaluar estas funciones requiere construir el arbol XML
DOM en memoria y sobre él evaluar las expresiones
XPath. Ademés, toda operacion de actualizacion debe
realizarse a nivel de documento [7].

b) Almacenamiento estructurado

En este caso, los datos XMLType se almacenan como
un conjunto de objetos. Los documentos XML
mantienen fidelidad DOM (Documento Object Model).
Esta alternativa también es mencionada como
almacenamiento Objeto-Relacional (OR) [7].

Es comin y conveniente almacenarlos con un
esquema asociado, puesto que permite acelerar las

consultas y las actualizaciones de granularidad fina. Esto
provoca que las aplicaciones que lo utilizan deban
ajustarse a un esquema de datos bien estructurado y
rigido.

Por otro lado, presenta varias ventajas en comparacion
con el almacenamiento no estructurado. Se logra una
optimizacién del manejo de memoria, se reducen los
requerimientos de almacenamiento, y se pueden hacer
actualizaciones a nivel de detalle.

Concluyendo, las mejoras de esta alternativa tiene su
contrapartida, el incremento de la sobrecarga durante la
insercion y la recuperacion de los datos, ademas de la
reduccion de la flexibilidad en términos de estructura.

¢)  Almacenamiento binario

Esta nueva forma de almacenamiento provista por la
version 11g se introduce con la intencion de compensar
ventajas y desventajas de las dos alternativas anteriores.
Asi, provee una gran flexibilidad en cuanto a la
estructura sin deteriorar el desempefio.

Concretamente, mantiene un buen rendimiento en la
actualizacion, indexacion y extraccion de fragmentos; asi
como en las consultas puesto que parsea el documento
antes de almacenarlo [7][13].

La Figura 1[13] muestra una comparacion bastante
ilustrativa entre las tres opciones de almacenamiento
descriptas en Oracle 11g.

2. Eleccion de la estructura de almacenamiento

| [ CLOE | OR | Binary XML |
Query poor excellent good fexcellent
DML poor good fexcellent excellent
document excellent | good/excellent excellent
retrieval
schema flex-||  good poor excellent
ibility
document excellent poor good fexcellent
fidelity

Figura 1: Comparacion de los diferentes modelos de alir iento [13]

Cada modelo de almacenamiento posee un conjunto de
caracteristicas que lo hacen mé&s o menos apropiado
segun el tipo de datos a manipular. Sin embargo, aunque
la naturaleza de los datos es un aspecto fundamental a
considerar, el uso que se les dara a esos datos también
constituye un factor decisivo [12].

En cuanto a los datos, se pueden distinguir:

a)  Datos Estructurados

Corresponde a aquellos datos que tienen una estructura
regular y granularidad fina. Los datos contenidos en
facturas de ventas y en cuentas de un banco son
ejemplos de esta categoria.

b)  Datos Semiestructurados o No Estructurados
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Se caracterizan por tener una estructura menos regular,
una granularidad mas gruesa y con contenidos
mezclados; tales como los datos contenidos en correos
electronicos, libros, curriculos y advertencias. En
general, los datos estdn organizados para ser usados por
personas.

Por otra parte, como se comentd con anterioridad, las
aplicaciones que usan los datos también pueden ser de
diferente naturaleza:

c)  Aplicaciones centradas en datos

Estas aplicaciones necesitan conocer la estructura de
los datos. En general, los datos son altamente
estructurados. Luego, la aplicacion puede tomar ventaja
en este sentido. Es comln que los datos se ajustan a un
esquema XML.

d)  Aplicaciones centrada en documentos

En este caso, es comln que las aplicaciones necesiten
mantener una copia exacta de los documentos, como
sucede por ejemplo en el &mbito judicial, médico, etc.

Luego, bajo la hipbtesis de contar con datos
estructurados, por un lado cabe la situacion que las
aplicaciones no necesiten conocer esa estructura, y por
otro, que si lo demanden. En el primer caso, el modelo
de almacenamiento como CLOB sera la alternativa mas
aconsejable, mientras que en el segundo, el modelo
apropiado seria el binario.

3. Ejemplo

En cuanto a las experiencias realizadas en el uso de
datos XML en Oracle, éstas tienen relacion con algunas
tareas realizadas desde el proyecto marco. Concretamente
se tom6 como escenario la situacion presentada en el
Departamento de Informaética de la Facultad de CEFN de
la UNSJ, a raiz del proceso de acreditacion de sus
carreras.

El primer objetivo del ensayo realizado fue capturar
datos relacionales del Sistema SIU Guarani de la FCEFN
de la UNSJ, para posteriormente almacenarlos como datos
XML, ofreciendo asi una de las cualidades de este tipo de
estructura, la conveniencia para el intercambio de datos.

En esta seccién se expone una porcion exigua del
trabajo mencionado en los parrafos anteriores, ya que el
objetivo, en este caso, es sdlo ilustrar algunos aspectos
relacionados al almacenamiento de datos XML en Oracle
119, finalidad de este articulo.

e Se generd una base de datos llamada SIU_XML, la
cual contendra algunos datos SIU Guarani version
2.00.0, a Junio de 2004, por supuesto almacenados
como datos XML.

e Se cred la tabla EXAMEN_MATERIA, ilustrada en
la Figura 2. Como se puede visualizar en este caso el
modo de almacenamiento optado fue el binario [8].
Dicha eleccién se debid a que los datos a almacenar
son estructurados, ademas que el uso que se les dio
posteriormente necesita conocer su estructura, hacer
consultas sobre ellos, y tener cierta flexibilidad.

i Oracle SO Developer C:iwice 2073\sq("wice_2013.sq

File  Edit “iew MNavigste Run Debuy Source Tools Help

G0 9@ ¥EB 0-0- %

QﬂCDnnacﬁons Repo . [;] @createTPo)(DB =l Elcreateindaxes.sql @sq.i_w.lcc_zow.sqﬂ @\
BR@Y PERR® 8B ¢ 5259560 seconds
& nosvs [«] [Enter SGL Statement:
() MGMT_VIEW
a OLAPSYS C(REATE TABLE siu xml.examen materiaiexamenes xmltype)

XMLTYPE COLUMH exawenes

[ (@ ORACLE_OCM
STORE AS BINARY ¥ML;

& ORDPLUGING
@ ORDSYS

& CUTLM --Consultar datos
& OWESYS set autotrace on
B~ SCoTT Ny i
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B SU_M a G
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. BB ExaMEN MaTy 2| || Id | Operation | Weme

.5 EXAMEME]

Figura 2: Creacion de la tabla EXAMEN_MATERIA (esquema SIU_XML)

e Posteriormente se insertaron las tuplas en la tabla
EXAMEN_MATERIA. Los datos agregados
corresponen a los Examenes de la carrera
Licenciatura en Ciencias la de Informacion, periodo
académico 2000-2002. Uno de los documentos XML
insertados se muestra en la Figura 3.

<?xml version="1.0" encoding="UTF-8" ?>
- «Resultado_Examen_Materia>
<Materia Nombre_mat="Computacién I' />
<Carrera Nombre_carrera="Licenciatura en Ciencias de la Informacion" />
- <Examen Afio="2000">
- <Cantidad>
<Aprobados >48</Aprobados >
<Reprobados>59</Reprobados:>
</Cantidad>
</Examenz
- <Examen Afio="2001">
- «Cantidad>
<Aprobados >48</Aprobados >
<Reprobados>54</Reprobados:
</Cantidad>
</Examenz
- <Examen Afio="2002">
- «Cantidad>
<Aprobados»46</Aprobados=>
<Reprobados:>69</Reprobados:
</Cantidad>
</Examenz
</Resultado_Examen_Materia>

Figura 3: Ejemplo de Documento XML insertado en la tabla EXAMEN_MATERIA

Cabe mencionar que se generaron indices especificos®
que permitieron optimizar la manipulacion de los datos
XML[12][7][8]. En este caso el tipo de indice creado fue
XMLIndex, mostrado en la Figura 4.

! Por razones de espacio, en este trabajo no se abordd el tema
de indices. Solo se presenta una breve acotacion dada su gran
y provechosa utilizacion
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create index idx_examen ON
siu_xml.EXAMEN_MATERIA(EXAMENES) INDEXTYPE IS
XDB.XMLINDEX PARAMETERS

('PATHS (INCLUDE
(/Resultado_Examen_Materia/Nombre_mat))');

Figura 4: Creacion del indice

Especificamente el indice se construyé sobre el
elemento Nombre_mat. Si en la sentencia de creacion
del indice no se especifica el pardmetro PATHS, se crea
un indice para cada uno de los elementos del documento
XML. Es necesario ser cuidadoso y analizar el uso que
se le dara a posteriori a esos datos para decidir sobre qué
elementos conviene hacer la indexacion, ya que por
supuesto tiene asociado un costo, fundamentalmente en
cuanto al espacio de almacenamiento.

La Figura 5 muestra una consulta planteada que
emplea la funcién extractValue para recuperar el nombre
de las materias.

Uracle'SUL Developer = CHwite 20 ql-wicc 201737sq]
File Edt Yiew Mavigale Fun Debug Souce Iook Hel
B 90 $EBn 0-0- 8- F"i.ii
Dgconnections | E|repo.. | [)||BlorsateTroxpBsul | (@] oreateindexes sl | @] saLwice_2013.sq¢ | [3] sxamen_mst sal
[E T PERERS® Gl ¢ 5,20595681 secands
B MDEYS [] [Enter saL Statemert
B2 MeMT VEW ——Tonsultar datos
B OLAPSYS set sutotrace om
5@ ORACLE OOM Select extractValue (examenes,'/Resultado Exanen Materia/Nombre mat'
B & ORDPLUGHS from siu_xul.examen materia;
F ) ORDEYS
@ OUTLN
B8 onEsvs —-Crear un indice
o 7
B SCOTT Pl I
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& -E2 Reserva | 0 | SELECT STATEMENT 1 I
Bo |* 1| TABLE ACCESS BY INDEX ROWID| S¥563933_IDX EXANEN PATH TABLE
“.Heeomo | ||I* 2|  INDEX RANGE SCAN | 5¥569933_IDX EXAMEN PATHID IX |
138 views | 3| TABLE ACCESS FULL | EXAMEN_MATERIA I
{38 Indexes
[ Packages
08 Procedures Predicate Information (identified by operation id)
~[I& Functions

Figura 5: Consulta documento XML

A continuacion, en la Figura 6 se puede observar el
resultado de dicha consulta.

AutoTrace Enabled
EXTRACTVALUE (EXRMENES, ' /RESULTADC EX2ZMFN MATERIA/NCMBRE MAT')

Sistemas de Datos T

Analisis Comparative de Lenguajes
Modelos y Simulacién

Introduccién a los Sistemas Digitales
Computacion IIT

Investigacién Operativa

Integracién Cultural T

Sistemas Administrativos IIT
Integracién Cultural II

Integracién Cultural IIT

Base de Datos con Orientacidén a Objetos
Cptativa I (LIC)

Cptativa II (LIC)

Razonamiento Temporal y Programacion Légica con Restricciones
Informatica Industrial

Requisito de Idioma

Sistemas de Datos IT

Sistemas de Informacién I

Sistemas de Informacién II

Informitica Legal

Sistemas de Informacién III
Computacién IV

MatemAtica Basica vy Légica

Introduccidon a los Sistemas de Informacidn

Figura 6: Resultado de la consulta efectuada

Como la consulta de la Figura 5 selecciona los
nombres de materias, elemento por el cual se generé el
indice, Oracle lo utiliza para acelerar el tiempo de
respuesta. La Figura 7 muestra el plan de ejecucion que
permite observar dicha situacién.

|3 LuprE £22 rorc | EveeEuTiERT 1 38 | 12 5 ED} 00:00:07 |
ls 5 INDEX EVWCE 2CvM | 24203333 IDX EXVWEM bYIWID IX || T T 0, 00:00:0T |
|« T LVBFE WCCE22 BA IMDEX KOMID| 24203333 IDX EXVWEM bYLH LVEBrE| | T | 3088 5 EO% 00:00:0T |
I o T I 3@ | w2 5 (0}l 00:00:0T |
| 19 | obs.yrjou | wawe | sowa | pArez | Co2c (ACHN)| Liwe ]

o) 3U pIzp AT nG: 4783054333

Figura 7: Plan de Ejecucion

Lineas de Investigacion y Desarrollo

La linea de investigacion es la tecnologia XML en el
area de bases de datos, tanto desde el aspecto tedrico
como también del practico. En tal sentido se ha trabajado
con herramientas que soportan estas tecnologias de
maneras muy diferentes:

Editores XML:

- Altova XMLSpy. Se us6 una version de prueba
durante 30 dias. Sitio de descarga es
http://www.altova.com.

- XML Copy Editor:
descarga:
editor.sourceforge.net/.

Licencia GPL. Sitio de
http://xml-copy-

Sistemas de gestion de bases de datos que
manipulan datos XML.:

- El SGBD Oracle 11 g R1 con licencia OTN.
Sitio de descarga http://www.oracle.com.ar

- EI SGBD SQL Server 2012

- ElI SGBD XML nativo eXist 1.4.0, con licencia
GPL. Sitio de descarga http://www.exist-
db.org/download.html

Resultados y Objetivos

A continuacién se detallan los resultados obtenidos
hasta el momento:

e Se ha estudiado y experimentado la mayoria de los
temas que estaban planificados. También se ha
investigado el motor SQL Server 2012, aspecto no
contemplado inicialmente en el proyecto.

e Se dictd el curso: “Base de Datos Relacional-
XML” dirigido a empleados de computos de
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OSSE (Obras Sanitarias Sociedad del Estado, San
Juan), de 70 horas presenciales.

Se dirigi6 un trabajo final de la carrera
Licenciatura en Ciencias de la Informacion,
“Tecnologia XML y Bases de Datos: Un ejemplo
de aplicacion con datos del SIU”. C. Vera y L.
Romera.

Se estd asesorando un trabajo final de la carrera
LSI, “XML y Bases de datos: Un caso de
aplicacion”. M. Avendafio.

Formacion de Recursos Humanos

Se propusieron y aceptaron dos Becas de
Investigacién del CICITCA:

Beca Interna de Investigacion en la CATEGORIA
INICIACION, convocatoria 2012, en el marco de la
Ordenanza Nro. 10/05-CS: Licenciada Cristina Vera.

Beca Interna de Investigacion en la CATEGORIA
ALUMNO AVANZADO, convocatoria 2012, en el
marco de la Ordenanza Nro. 10/05-CS: Mauro
Avendafno, alumno de la carrera LCI.
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VISION AMPLIADA DEL MANAGEMENT
(EPM)

Autores: Doc. Ing. Rodolfo Bollatti (Director Investigacién)

Universidad Abierta Interamericana — Buenos Aires
Tecnologia Informatica
Secretaria de Investigacion — CAETI

E-mail: Rodolfo.Bollatti@U Aledu.ar

Telefono: 011-1536584700

Resumen

Estudio metodologico y sistémico para la
optimizacion de la planificacion estratégica y
gestion en organizaciones latinoamericanas a
través de la tecnologia de informacion.

Nuestras organizaciones, intentan adoptar las
mejores practicas de Enterprice Performance
Management (EPM), con metodologias de
implementacion, modelos y sistemas de
informacidn gerenciales con bases culturales muy
diferentes a nuestro contexto, este proceso
conlleva como consecuencia implementaciones
que fracasan o esfuerzos extraordinarios que
sobrepasan ampliamente los beneficios que estas
implementaciones proveen a las organizaciones.

El objetivo general de este proyecto es revelar
la tendencia actual y futura sobre Enterprice
Performance Management, desarrollando
metodologias exitosas de implementacion a
través del andlisis de las diferentes vertientes y

disciplinas, tecnologias innovadores (EPM/BI en
nube, analisis de redes sociales ARS, otros)
adaptables a las organizaciones y contexto
sociocultural latinoamericano.

Palabras clave: Enterprice Performance
Management, Planeamiento Estratégico, EPM,
Business Performance Management, BPM,
Corporate Performance Management, CPM,
Business Intelligence.

Contexto

El proyecto se base en dos lineas
rectoras: sistemas de informacion |y
planificacion estratégica. Desarrollado desde
la facultad de Tecnologia de Informacién de
la Universidad Abierta Interamericana, y
articulando objetivos especifico junto a la
facultad de ciencias empresariales de UAL.
Secrefaria de Investigacion de UAI (CAETI)
contribuye en su financiamiento.
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Introduccion

Enterprice Performance Management (EPM)
es una serie de procesos y aplicaciones de
softwares  disefladas para  optimizar la
implementacion, evaluacion y formulacion de la
estrategia empresarial. Las organizaciones estan
descubriendo que EPM es méas que solo la
planificacion, presupuestacion, prevision, control
de gestion, consolidacion, scorecarding o cuadros
de mando, es un marco conceptual que unifica y
estandariza todos los procesos y sistemas de
informacién gerenciales y de planificacion
estratégica.

Hay prejuicios y confusion en la definicion
del término EPM, en gran parte, cuando los
ejecutivos al oir por primera vez el término,
dicen: "De nuevo otra sigla", para algunos,
significa Business Intelligence (Bl), y para otros
es otro viejo truco de la comunidad de
proveedores para vender las tecnologias
existentes. EPM es real y es distinto del Bl, la
principal diferencia es que Bl es la tecnologia
innovadora, mientras que EPM son procesos de
negocio que aprovecha Ila inteligencia de
negocios.

Muchas fuentes confunden hoy en dia qué es
y no es EPM, gran parte de la confusion es que
EPM es una nueva categoria para describir las
multiples aplicaciones que ya han sido
implementadas, como planificacion, presupuestos
e informes de KPI.

EPM transciende la tecnologia y se centra en
la esencia de los conceptos de planificacion
estratégica.

Los procesos y las soluciones EPM permiten
una excelente gestion, por lo que es mas facil
para los ejecutivos de todos los niveles
identificar, comunicar y supervisar a los
lineamientos claves y esenciales de los valores
empresariales de la organizacién. Una vez que
una organizacion entiende sus factores claves, la
forma de optimizar y comunicarlos, entonces se
puede ejecutar la estrategia en la direccion
correcta.

20132 - PARANA — ENTRE RIOS

A veces es mas facil, para clarificar los
conceptos la mencién de lo que no son. EPM no
es:

= Unasolucion de tecnologia o
software.

= Business Intelligence

= El presupuesto o la planificacion

= Consolidacion financiera o la
presentacion de informes

= Cuadros de mando

= Prevision y modelado de escenarios

= Indicadores clave de rendimiento

EPM cierra la brecha entre estrategia vy
ejecucion, fundamentalmente es la aplicacion
sistémica de las buenas practicas de gestion
empresarial reforzada por la informacion
oportuna y precisa para comunicarse de manera
efectiva, comprender y controlar el desempefio de
una organizacion.

Las soluciones EPM permiten:

= Mejora la  comunicacion  estratégica:
proporciona un mecanismo eficaz para comunicar
la estrategia y las expectativas de los directivos y
el personal de todos los niveles de Ila
organizacion a través de modelos de
planificacién y medicion de desempefio ligados a
los objetivos corporativos.

= Mejora la colaboracion: fomenta un
intercambio bidireccional de ideas e informacion,
tanto vertical entre los niveles dentro de una
organizacion 'y horizontalmente entre los
departamentos. Permitiendo la generacion de
estrategias emergentes.

= Mejora el control: permite a los empleados
ajustar continuamente el plan y corregir o
mejorar las operaciones de una manera oportuna,
proporcionandoles informacion actualizada al dia
sobre las condiciones del mercado y el estado de
las areas operativas.

= Mejora la coordinacion: facilita la
coordinacion entre las unidades de negocio y
funcional de grupos que de otra forma actlan de
manera independiente.

= Mejora el conocimiento del planeamiento
estratégico: Permiten los registros de los
elementos criticos para la dedicion estratégica.

Los procesos EPM se enmarcan en 4 pasos
esenciales, que cierran el circulo virtuoso del
management:
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Estrategia

Plan

Medicion de desempefio
Feedback, ajustes y evolucion

Las empresas en EU, Canada y paises
nordicos como Dinamarca, son los primeros en
adoptar los sistemas EPM para administrar,
comunicar, desarrollar 'y cuantificar sus
estrategias, presupuestos 'y métodos de
planeaciéon de recursos para las futuras
capacidades. Es muy importante que los paises en
via de desarrollo adopten también estas practicas,
en el caso de sus empresas interesa mejorar su
rentabilidad o, en el caso de sus gobiernos o
entidades sin fines de lucro, optimizar los
servicios que presta a sus ciudadanos,
comunidades, o entidades reguladoras. Todos los
que participan en el mercado se benefician,
incluyendo a los empleados, los clientes y los
usuarios, no sélo los duefios de las empresas y los
inversionistas, asimismo, a una  mayor
recuperaciéon de la inversién, una mayor
generacion de riqueza nacional.

Las organizaciones latinoamericanas, intentan
adoptar las mejores préacticas de EPM, originadas
por metodologias de implementacion, modelos y
sistemas de informacion gerenciales con bases
culturales muy diferentes a nuestro contexto
sociocultural, este proceso conlleva como
consecuencia implementaciones que fracasan o
esfuerzos  extraordinarios que  sobrepasan
ampliamente los beneficios que estas soluciones
proveen a las organizaciones, muchos de estos
inconvenientes son originados por:

e Modelos de pensamientos y planificacion
estratégicos inadecuados para el contexto
sociocultural latinoamericano

e Metodologias de implementacion EPM

inadecuadas para las organizaciones
Latinoamérica
e Deficiente  cultura  estratégica en

directores y gerentes.

e Escasa informacion sobre conceptos y
mejores practicas EPM.

e Insuficiente experiencia en
implementaciones  de  sistemas  de
informacion gerenciales.

e Tecnologias inadecuadas.
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Los conceptos e implementaciones sistémicas
de EPM deben cambiar los fundamentos
ampliamente  difundidos  por  académicos
americanos 0 europeos, para adaptar sus
conceptos y principios a la realidad sociocultural
latinoamericana, permitiendo implementaciones
exitosas en nuestras organizaciones. Las opciones
estratégicas convencionales deben ampliarse para
poder explicar las nuevas fuentes de rentabilidad
observadas en la economia de hoy, manteniendo
las nuevas variables impulsoras de la sociedad
(arte, cultural, sustentabilidad, etc). De esta
forma, las soluciones que permitan combinar los
pilares existentes del EPM con las nuevas bases
que impulsan las economias regionales,
centrando la atencion en los consumidores y
potenciando  nuestras  caracteristicas = mas
virtuosas como sociedad.

Nuestro equipo de proyecto, cuenta con mas de
15 afios de experiencia y formacion académica en
dichas soluciones dentro de diferentes empresas
en todo el mundo, permitiendo la busqueda de
mejores précticas de dichas soluciones, con el
objetivo de lograr una vision mas amplia y
profunda del EPM en toda Latinoamérica, con el
beneficio directo tanto para  nuestras
organizaciones como asi también para nuestra
sociedad.

Resultados y Objetivos

En la actualidad el proyecto se encuentra en
su primera fase de maduracion y analisis
detallado.

describen  los
especificos a

A continuacion se
correspondientes  objetivos
desarrollar:

a) Clarificacion de conceptos de EPM/BI

b) Relacion entre Planificacion estratégica

clasicay EPM

¢) Ventajas de los diferentes enfoques y
visiones a nivel mundial sobre EPM, integracion
del arte en el pensamiento estratégico.

d) Revelar el GAP existente entre la teoria
sobre  Planificacion  Estratégica y la
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implementacion de soluciones EPM en
organizaciénes latinoamericanas.

e) Problematicas y  dificultades  de
implementar soluciones EPM sobre
Organizaciones Latinoamericanas

f) Analisis de tecnologias facilitadoras a
nuestro contexto sociocultural (EPM/BI en la
nube, Andlisis de redes sociales ARS, otros)

g) Desarrollo de wuna metodologia vy
soluciones  propias  para  adaptar las
implementaciones de sistemas de informacion de
EPM a nuestro contexto sociocultural y
organizaciones, centrados en una visién integral
valorando los consumidores y las necesidades de
nuestra sociedad.

h) Estudio de campo
metodologias y practicas
Conclusiones y optimizaciones.

sobre  dichas
sistémicas.

Formacion de Recursos
Humanos

A continuacion se describen los productos
asociados a dicho proyecto:

Producto Ne°

Libros

Articulos en Revistas
Internacionales con referato

Articulos en Revistas nacionales 2
con referato

Presentaciones en Congresos

Tesis aprobadas

Recursos Humanos formados

= o N W

Patentes, convenios, desarrollos
transferibles
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Resumen

El propdsito de este proyecto de investigacion
es disefiar y construir un aplicativo que sea capaz
de resolver situaciones reales en la obtencion de
disefios de modelos de datos en bases de datos
relacionales, basado en el concepto informatico de
sistema experto y partiendo de un conjunto de
datos desnormalizado.

El resultado de esta propuesta es lograr:

*Una herramienta a disposicion del plantel
docente y estudiantes de Gestién de Datos,
asignatura de la Carrera de Ingenieria en Sistemas
de Informacion, Universidad Tecnoldgica
Nacional, Facultad Regional Cordoba.

*Un aplicativo para la validacion de
conocimientos adquiridos por los estudiantes.

*Antecedentes para nuevos estudios
relacionados y que amplien lo logrado con
ingenieria del conocimiento.

La aplicacion de conceptos y procedimientos
de la inteligencia artificial en el proceso de
normalizacion de una base de datos relacional.

*Una base de conocimiento en las dos
especialidades: normalizacion de modelos de
datos e ingenieria del conocimiento, que seran
centrales en este proyecto y utiles como recursos
de posteriores incursiones en investigaciones
futuras.

Para todo esto es necesario desarrollar estudios
y aprendizajes en el area de Ingenieria del

Conocimiento y del lenguaje CLIPS en particular,
como lenguaje de programacién a utilizar.
Palabras clave: normalizacién, modelo

relacional, ingenieria del conocimiento, sistemas
expertos, estructuras de datos, generador.

Contexto

En la asignatura curricular Gestion de Datos,
del tercer nivel de la Carrera de Ingenieria en
Sistemas de Informacion, se cumple con los
contenidos minimos fijados en la Ordenanza
1150/2007, donde la Universidad Tecnologica
Nacional aprueba el Disefio Curricular de la
Carrera y fija como contenido minimo la técnica
de  “Normalizacion”, e implementa los
descriptores de la Resolucion  Ministerial
786/2009, del Ministerio de Educacion de la
Nacion, en la que explicitamente un descriptor es
“Disefio, Administracion y Gestiéon de Bases de
Datos”, en la sub area Bases de Datos del area
Tecnologias Aplicadas.

En la Ordenanza 1150/2007 se mencionan, para
la asignatura, cinco objetivos generales, donde
dos de ellos especificamente puntualizan:

*Desarrollar los conceptos de estructuracion de
los datos en dispositivos de almacenamiento

*Describir metodologias para el modelado de
datos

El estudio de los modelos tipicos y de sus
variantes, como se comportan y el estudio de las
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modelos
sistematizar

internas a los
permitira

estructuras
caracterizacion,
conocimiento.

El proyecto de investigacion y desarrollo ha
sido homologado por la Secretaria de
Investigacion, Desarrollo y Posgrado de la
Universidad Tecnoldgica Nacional, reconocido
con el cdédigo UTN1702 en el ambito de la
Universidad, por un periodo de dos afios y a partir
del 1° de enero de 2013. El proyecto se suma a los
ya existentes en el Grupo de Investigacion en
Inteligencia Aurtificial, por su relacion con la
tematica y porque esta en el contexto de la linea
de investigacion del grupo.

Otros antecedentes, no menos importantes, son
los proyectos de investigacion desarrollados en el
ambito de la Facultad Regional Cordoba:

a) Administrador de Base de Datos Relacional
TecnoDB. Finalizado en diciembre de 2007.

b) Andlisis y aplicacion de metodologias para la
generacion de consultas complejas utilizando
esquemas OLAP. Finalizado en diciembre de
2010.

c) PROMETEO-Desarrollo de un método y una
herramienta para el aprovechamiento de
Metadatos de Base de Datos Relacionales.
Finalizado en diciembre de 2010.

y su
este

Introduccion

En este proyecto se pretende generar un
aplicativo que, a partir de un conjunto de datos
provistos por un usuario, a través de reglas y
hechos expresados en logica de predicados de
primer orden, estructure un modelo de datos en el
entorno del Modelo Relacional.

El alcance involucra la obtencion de tablas
normalizadas, hasta el cumplimiento de la tercera
forma normal, y el sefialamiento de las relaciones.

Este proyecto podria incluso ser ampliado, para
alcanzar la implementacion de mayor nimero de
restricciones y reglas disponibles para situaciones
especiales provenientes del mundo real.

La propuesta incluye el disefio y la
construccién del aplicativo con un lenguaje de
programacion de sistemas expertos, siendo
necesario desarrollar estudios y aprendizajes en el
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area de Ingenieria del Conocimiento y del
lenguaje CLIPS en particular.

En la implementacion de la asignatura de
referencia, Gestion de Datos, de la Carrera de
Ingenieria en Sistemas de Informacion de la
Universidad  Tecnoldgica  Nacional-Facultad
Regional Codrdoba, se desarrollan s6lo temas
relacionados a Base de Datos.

Los docentes de esta catedra desarrollan
funciones de  administracion, disefio 'y
programacion en bases de datos, aportando
experiencia profesional en la solucion de
problemas. Uno de los temas que han generado
debates en el seno de la cétedra, es el como
abordar en forma agil y clara el modelado de una
base de datos. La discrepancia de como llegar al
resultado, el como hacerlo, de qué forma, qué
pasos realizar, los aspectos procedimentales o
funcionales de las mecanicas que llevan al
producto terminado, hace dificultoso establecer
una metodologia para la ensefianza. Se aclara que
no esta en dudas por ningun docente de la catedra,
que para lograr un modelado de una base de datos
hasta tercera forma normal, se debe validar que el
conjunto de las relaciones cumplan con satisfacer
las reglas que establecen las formas normales,
claramente definidas en [1], [2] ¥ [3].

El grupo de investigacion se planteé la
posibilidad de concretar una investigacion que
brinde sostén y fundamento a una solucion
sistematica, viable para el tema de modelar una
base de datos relacional.

La motivacion de los docentes, por generar
nuevos materiales y estrategias para la
construccion de un espacio de investigacion,
permite que integrantes de la catedra sean
coautores en el libro Bases de Datos [4].

En el Grupo de Investigacion en Bases de
Datos (GIBD), del Departamento de Ingenieria en
Sistemas de Informacion, de la Facultad Regional
Concepcion de Uruguay, generaron el proyecto
25-D040, referido a Métodos de acceso, consultas
y aplicaciones en modelos de bases de datos no
convencionales [5].

En cuanto a antecedentes de una herramienta
que genere un modelo de datos relacional en
forma automatica, no se ha encontrado algo

PAGINA - 162 -



XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION

disponible en el ambito local académico ni en el
empresarial.  S6lo  un  producto comercial,
generado por la empresa Axesor [6], de Granada
(Esparia).

Respecto de los conocimientos sobre la rama de
Ingenieria del Conocimiento y Sistemas Expertos
como productos, se hizo una investigacion
preliminar con acceso a bibliografia [7] [8].

El Sr. Sergio Antonio Becerra Zepeda realizo
su Tesis para el Posgrado de Maestro en Ciencias
Area Computacion, Universidad de Colima
(México), con el tema Bases de Datos
Inteligentes, a utilizar como conocimientos
validos desde el ambiente académico [9].

Los Sistemas Expertos son una rama de la
Inteligencia Artificial, que hace un amplio uso del
conocimiento  especializado  para  resolver
problemas como un especialista humano. Enrique
Castillo, Jose M. Gutiérrez y Ali Hadi definen:
“Un sistema experto puede definirse como un
sistema informatico (hardware y software) que
simula a los expertos humanos en un é&rea de
especializacion dada” [10]. En su dominio de
conocimiento, el sistema experto hace inferencias
de la misma forma en que un especialista humano
inferiria la solucién de un problema. Al proceso
de construir un sistema experto se lo llama
ingenieria del conocimiento, y consiste en la
adquisicion de conocimiento a partir de un
especialista humano o de otra fuente y su
codificacion en el sistema experto (Garcia
Martinez, R. - Britos, P.; 2004) [11]. Los sistemas
expertos suelen estar disefiados de manera distinta
a los programas convencionales porque los
problemas no tienen generalmente una solucion
algoritmica y dependen de inferencias para
obtener una solucion razonable, considerando ésta
como la mejor que se puede esperar si no hay un
algoritmo disponible que ayude a obtener la
solucion (Giarratano, J. - Riley, G.; 2005) [12].

El lenguaje elegido inicialmente para el
desarrollo del proyecto es CLIPS (C Language
Integrated Production System), ya que permite la
programacion  con  paradigmas  multiples,
proporcionando soporte para programacion
basada en reglas, orientado a objeto y por
procedimientos, enfocandose principalmente en
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los aspectos de la programacion basada en reglas.
Es una herramienta para el desarrollo de sistemas
expertos, creada por la Software Technology
Branch (STB), NASA/Lyndon B. Johnson Space
Center (Alanis Barrera, Ricardo; 2005) [13].

Para la planificacion, recopilacion, generacion
de instrumentos y el desarrollo de la investigacion
se trabajar4, entre otros, con el material
bibliografico “Metodologia de la Investigacion”,
de César Augusto Bernal [14], y “Metodologia de
la Investigacion”, de Hernandez Sampieri, R. y
otros [15].

Lineas de

desarrollo

investigacion  y

En el desarrollo de este proyecto se utilizara el
método cientifico, en cuanto a la forma
investigativa y el tratamiento de los datos, pero
aplicando administracion de proyecto con el
método espiralado de seguimiento para la
planificacion del desarrollo, que estara basado en
cuatro etapas a ser repetidas en forma ciclica
hasta la culminacion del proyecto: planeamiento,
adquisicion del conocimiento, codificacion y
evaluacion.

La investigacion abarca dos éareas de la
informéatica, Base de Datos e Ingenieria del
Conocimiento, y tomando en cuenta que hay
inconmensurable conocimiento disponible en
ambos campos, el tipo de investigacion a aplicar
es transversal, enfocada en  conocimientos
contemporaneos sobre ambos temas.

Este proyecto se enmarca en los recientes
conceptos y métodos de Investigacion, Desarrollo
e Innovacion (I1+D+i), ligados a la mirada de
desarrollo tecnologico y el ingreso del producto al
mercado y su uso, basado en la secuencia: Sintesis
y teoria; Explorar, hipotetizar y clarificar; Disefio,
desarrollo y prueba; Implementacion, estudio de
eficacia y mejora; Aumento progresivo y estudio
de eficacia.

Las acciones que se contemplan en este
proyecto de investigacion se describen en los
proximos parrafos.
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En la primera etapa de trabajo, se esta haciendo
la recopilacion y deteccion de la existencia de
diversas formas y criterios para obtener un
modelo de datos normalizado. Seglin esto el
dominio del problema es el area de ingenieria,
especificamente en disefio de bases de datos
relacionales. Con informacion recolectada y
sistematizada, se hard un primer analisis de
variables y se podra comenzar con la seleccion de
paradigma. Si bien el equipo entiende que el
paradigma apropiado es el de programacion en
formato de Sistemas Expertos, el analisis de las
variables, confirmard& en su momento esta
posicion, o permitird vislumbrar un paradigma
diferente.

Determinado el paradigma de trabajo se
realizara la seleccion de herramientas apropiadas
para comenzar el desarrollo del producto,
produciendo la adquisicion del conocimiento y
elegir el lenguaje de programacién para un
sistema experto. Como ya se indicd, se reconoce
en CLIPS un lenguaje que puede brindar el
potencial para el desarrollo.

Para adquirir conocimiento se utilizaran
instrumentos de recoleccion de informacion y de
medicién de variables, dirigida a entrevistas con
expertos en Bases de Datos, docentes de Gestion
de Datos y disefiadores externos.

Teniendo el material recolectado, los anlisis
realizados y cerrando la etapa de adquisicion de
conocimiento, el equipo pasard al desarrollo del
prototipo inicial. Se deberdn definir las
caracteristicas de disefio y programacion, la
reingenieria del paradigma, si fuera necesario, la
retroalimentacion de ideas y conocimientos,
perfilando el modelo de disefio y el producto.

Esta previsto que durante el segundo afio se
comience el desarrollo del aplicativo, en donde se
encaminara el disefio a una solucion definitiva,
pensando en el desarrollo de la herramienta de
inferencia. Paralelamente se generara el plan de
pruebas, sometiendo el producto a las pruebas
para observar su comportamiento, produciendo
una retroalimentacién permanente. El manteni-
miento y las mejoras de los detalles detectados,
con la intencién de que el producto logre un buen
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grado de insercion Yy aceptacion,
innovacion.

Un proximo paso serd la obtencion de un
sistema mejorado y estable, que sea capaz de
inferir o solucionar un conjunto de modelos y
estructuras, incluyendo caracteristicas deseables
en una interfaz grafica de usuario. Posteriormente
esta planificada la sociabilizacion del proyecto de
investigacion, a nivel académico y empresarial.

generando

Resultados y Objetivos

El objetivo principal planteado es construir una
herramienta capaz de resolver situaciones reales,
obteniendo disefios de modelos en bases de datos
relacionales, basada en el concepto de Sistema
Experto y partiendo de un conjunto de datos
desnormalizado.

El grupo se plantea los siguientes objetivos
operacionales:

*Permitir a los usuarios el cotejo y validacion
de los resultados obtenidos con la propuesta de
normalizacion de la base de datos que brinde el
producto, en relacion a los datos suministrados.

*Profundizar en el estudio y aprendizaje sobre
Ingenieria del Conocimiento, con el fin de tener
una vision acabada sobre el disefio del aplicativo.

*Lograr que la herramienta emita un
diagnostico respecto de situaciones dudosas,
realice sugerencia en relacion a su base de
conocimiento y efectle preguntas adicionales
sobre informacion de los datos suministrados.

*Lograr incrementar el conocimiento avanzado
sobre el modelado de bases de datos relacionales

*Crear un método estandarizado para el
abordaje y disefio de la normalizacion de bases de
datos relacionales.

*Brindar una herramienta didactica al
profesorado de la Catedra de Gestidn de Datos.

*Introducir otra tecnologia entre los recursos
didacticos de que se dispone, pretendiendo que el
aplicativo se encuadre como un producto de
Tecnologia de la Informacion y la Comunicacion.

*Difundir el conocimiento obtenido en el
ambito académico y publico en general.

*Transferir el conocimiento logrado en la
tematica de Base de Datos, Ingenieria del
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Conocimiento, Disefio de Sistema Expertos, al
ambito académico y de investigacion.

* Obtener un producto simple de utilizar y
didéctico.

Formacién de Recursos Humanos

El conocimiento obtenido y las conclusiones
que se logren, en relacion a temas de bases de
datos y en sistemas expertos, aportaran
seguramente al enriquecimiento en la formacion
de los integrantes del equipo de investigacién. En
dicho equipo trabajan una estudiante del dltimo
afio de la Carrera de Ingenieria en Sistemas de
Informacion, una ingeniera con titulo en tramite y
tres estudiantes del cuarto nivel de la carrera,
iniciando su formacion en investigacion cientifica
y tecnoldgica. Los estudiantes podrén hacer la
Practica Supervisada de quinto afio y acceder a
Becas de Investigacion de la Universidad.

Esta planteado el desarrollo de la Tesis de la
Maestria en Ingenieria en Sistemas de
Informacion de un integrante docente, cursada en
la Universidad Tecnoldgica Nacional.
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Resumen
Las bases de datos NoSQL son
sistemas de  almacenamiento  de
informaciéon que no cumplen con el
esquema entidad-relacion. Mientras
que las tradicionales bases de datos
relacionales basan su funcionamiento en
tablas, joins y transacciones. Las bases
de datos NoSQL no imponen una
estructura de datos en forma de tablas
y relaciones entre ellas sino que
proveen un esquema mucho mas
flexible.
Las bases NoSQL son adecuadas para
una escalabilidad realmente enorme, y
tienden a utilizar modelos de
consistencia relajados, no garantizando
la consistencia de los datos, con el fin
de lograr una mayor performance y
disponibilidad. A esto se agrega el
inconveniente de que no tienen un
lenguaje de consulta declarativo, por lo
que requiere de mayor programacion
para la manipulacién de los datos.
En general se pueden mencionar
Sistemas NoSQL clasificados en cuatro
categorias:
¢ Framework Map-Reduce (usado por
aplicaciones que hacen
procesamiento analitico online -
OLAP), Por ejemplo Hadoop.

¢ Almacenamiento Clave-Valor
(sistemas que tienden al
procesamiento  de  transacciones
online - OLTP), Por ejemplo: Google

BigTable, Amazon Dynamo,
Cassandra, Voldemort, HBase.

¢ Almacenamiento de Documentos
Por ejemplo: CouchDB,
MongoDDB, SimpleDB

e Sistemas de base de datos
Graficas.Por  ejemplo:  Neo4j,
FlockDB, Pregel.

Con respecto al almacenamiento en
Columnas que en general son tratados
como Sistemas NoSQL, no son mds que
una forma de organizacién de un sistema
de base de datos relacional. Sin embargo
por la alta performance para cierto tipo
de aplicaciones son considerados como
del tipo almacenamiento Clave-Valor.

En resumen, para manipular enormes
cantidades de informacion de manera
muy rapida los Sistemas NoSQL
trabajan mejor que los sistemas de base
de datos tradicionales, sin embargo para
muchisimas aplicaciones la solucién esta
en las bases de datos tradicionales.

Palabras clave: NoSql, Map- Reduce,
Cloud Computing.

Contexto

El presente trabajo se encuadra dentro
del 4rea de Bases de Datos y Mineria de
Datos, y se enmarca dentro del proyecto
de investigacién Implantaciéon de un
ambiente de Cloud Computing para
integraciéon de recursos, el cual tiene
como unidades ejecutoras al
Departamento e Instituto de Informética
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de la FCEFyN de la UNSIJ. Los trabajos
iniciados en el citado proyecto tienden al
desarrollo de aplicaciones sobre Cloud
Computing, y almacenamiento de
grandes cantidades de informacién vy
répido acceso sobre el mismo

Introduccién

Las bases de datos NoSQL surgen
como una solucién a los constantes
requerimientos de procesamiento 'y
andlisis a gran escala de enormes
cantidades de datos, y para los cuales los
sistemas tradicionales de base de datos
son insuficientes.

El termino NoSQL ha evolucionado
no para significar no lenguaje sql, sino
para referirse a sistemas que no son
DMBS (database management system)
tradicionales.

El framework MapReduce es una gran
alternativa a los sistemas tradicionales.
En base a este framework Google ha
desarrollado Hadoop, un sistema open
source  usado  ampliamente. Se
caracteriza por:

e No existe un modelo de datos, los
datos se almacenan en archivos
HDFS (Hadoop Distributed File
System).

e Los usuarios proveen las funciones
especificas los datos usando el
Framework MapReduce. Las
funciones disponibles son: map(),
reduce(), reader(), writer() y
combine().

e E] sistema provee procesamiento de
datos ‘"glue" escalable y con
tolerancia a fallos (Glue procesa los
datos a través de las funciones
garantizando la tolerancia a fallos).

El almacenamiento Clave-Valor, esta
disefiado para el procesamiento de
transacciones online (OLTP). Este tipo
de aplicaciones son  operaciones
pequeiias sobre algunos datos de una
base de datos masiva. Por esto, son mas
simples

Para ello suelen almacenar toda la
informacién que puedan en memoria y
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estan preparadas para escalar
horizontalmente sin perder rendimiento.

Si  pretendemos desarrollar  una
aplicacion que requiera la
lectura/escritura de cantidades de datos y
pueda dar servicio a millones de usuarios
sin perder rendimiento, entonces
debemos plantearnos el uso de una base
de datos NoSQL. Las grandes redes
sociales como facebook y twitter o el
propio Google las utilizan como medio
fundamental de almacenamiento de
informacion.

Se puede utilizar una base de datos
NoSQL para almacenar toda Ila
informaciéon de una aplicacién para
aquellas funcionalidades que requieren
millones de consultas en tiempo real.

Existe una gran variedad de bases de
datos basadas en documentos NoSQL
para clasificar la informacién en un
formato estructurado, mientras
afrontamos la estructura flexible de los
puntos de datos individuales. Muchos
entornos NoSQL también brindan apoyo
para consultas Map-Reduce exhaustivas
y para el procesamiento, lo que las hace
ideales para el procesamiento de una
gran cantidad de datos en un formato
resumido.

Lineas de investigacion y

desarrollo

Afortunadamente existen varias bases
de datos NoSql conocidas. Mientras
todas ellas comparten  muchas
caracteristicas, también hay algunas
diferencias significativas

Base
de Caracteristicas Aplicabilidad
Datos
e Escrito en Para queries
C++Algunas dindmicasNo
caracteristicas  [para Map/Reduce
SQL (Query,
1]\)/[];) ngo inQdex()Q g Cuando necesitas
e  Protocolo CouchDB con
binario muchos cambios

e Replicacién
maestro-esclavo Para muchas
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Sharding
Permite ejecutar
Javascript
Rendimiento
sobre
caracteristicas
En 32bits sélo
2.5Gb
GridFS para
almacenar
BigData
Indexing
geoespacial

cosas que ahora
se hacen con
MySQL

en memoria con
backup en disco
Sin disk-swap
Replicacion
maestro-esclavo
Clave-Valor,
pero valores
pueden ser List,
Hashes, Sets,
Transacciones

tamafio)Bases de
datos de tiempo
real

Analiticas
Stock prices

Comunicacion en
tiempo real

Escrito en Erlang
y CTolerancia a
fallos

HBase

Escrito en
JavaBillones de
filas x millones
de columnas
Protocolo
HTTP/REST y
Thrift

Basada en
Google Big
Table
Map/Reduce con
Hadoop
Optimizaciones
para queries en
tiempo real
Gateway Thrift
de alto
rendimiento
HTTP soporta
XML, protobuf y
binario
Moédulos para
Cascading, Hive
y Pig

Shell basada en
JRuby
Rendimiento
random-acces
como MySQL

Mejor opcién
para
Map/Reduce Alm
acenamiento y
andlisis ficheros
de log

Telnet
Bases de datos

e  Protocolo
binario o
HTTP/REST
e Prey
postcommits en |[Estilo Cassandra
JS y Erlang pero sin su
e Map/Reduce en complejidad
Riak JS o Erlang
e Soporte objetos |[Escalabilidad,
grandes disponibilidad y
e  Versién tolerancia a fallos
opensource y
Enterprise
e Buisqueda Full
text, indexing,...
con Riak Search
Server
e Multireplicacién
e  Escrito en
ErlangProtocolo
HTTP/REST P
e Replicacién ara acumu} ar
eplicac datos que sélo
b1d1regcilonal con,, bian
detecF:lon de ocasionalmente
conflictos con queries
MVCC predefinidasPara
Couchp®  Versiones sistemas que
B previas de necesitan
documentos versionado
disponibles
* Necesita .. Sistemas CRM
compactacion de
vez en cuando .
e Soporta Sistemas con
p .
attachment replicacién
e Incluye libreria
JQuery
e  Escrito en Para datos
C++Muy rdpida cambiantes
Redis |® Protocolo estilo lalmacenados en

memoria (no de

gran

Neod]J

Escrito en
JavaBase de
datos de grafos
Protocolo
HTTP/REST o
Java
Funcionamiento
standalone o
embebido en
Java

Full ACID
Lenguaje de
queries pattern-
maching

Web de
administracion
incluida
Path-finding
algoritmos

Para datos ricos
interconectados
estilo grafosPara
redes sociales,
topologias de red
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e Indexado de
claves y
relaciones

e  Optimizado para
lecturas

e Transacciones en
API Java

e  Scripts en
Groovy

e  Backup online,
monitorizacion y
alta
disponibilidad en
version
comercial AGPL

e  Escrito en
JavalLo mejor de
BigTable y
Dinamo

e  Protocolo
binario (Thrift)

e Tuneable para
distribucién o

replicacién
e  Bisqueda por
Cassan q p
columnas o
dra

rango de claves

e  (Caracteristicas
BigTable

e Indices
secundarios

e  Escrituras mas
répidas que
lecturas

e  Map/Reduce con
Hadoop

e  Escrito en Erlang
y CCompatible
Memcached pero
con persistencia
y clustering

e  Protocolo
memcached
Memba * Acceso muy
se rapido por clave
e  Persistencia en
disco

e  GUI para gestién
del cluster

e Actualizaciones
de SW sin parar
la BD

Mas escritura que
lectura (logging)
Cuando todos los
componentes son
Java

Andlisis tiempo
real

Aplicaciones con
acceso de muy
baja
latenciaAplicacio
nes con alta
concurrencia y
alta
disponibilidad

Online gaming
(Zinga)

Por su parte, los frameworks
MapReduce toman la base de las

operaciones mencionadas anteriormente
para crear una operacion genérica y mas
compleja, cuyo funcionamiento es
realmente 1til para las bases de datos
NoSQL: en vez de usarse sobre listas de
valores unidimensionales, ésta toma
como parametros entrantes una lista de
tuplas de tipo (clave, valor) y devuelve
una lista de valores. Entre las
operaciones map (distribuida) y reduce
(normalmente localizada) se genera una
lista de tuplas (clave, valor) con valores
temporales, de las que reduce filtra
solamente las que tengan una
determinada clave.

En  definitiva, = MapReduce es
fundamental en las bases de datos
NoSQL para permitir la utilizacién de
funciones de agregacion de datos, ya que
al carecer de esquema son mucho mas
complicadas que en las bases de datos
relacionales clésicas RDBMS
(Relational ~ Database =~ Management
System ).

RESULTADOS Y OBJETIVOS
Resultados Obtenidos

Se han publicado siete (7) trabajos de
investigacion en diferentes Congresos y
Jornadas, y tres (3) trabajos de
divulgacion: un trabajo en el Symposium
Internacional. La computadora contra el
estigma de la discapacidad. Montevideo.
2009[26], otro trabajo en el Workshop
de Investigadores en Ciencias de la
Computacién 2010 [1], otro en el WICC
2011 [8], dos (2) trabajos en el
Congreso Argentino de Ciencias de la
Computacién 2010 [2] [3], otro en Peru
[4] otro en V Seminario Internacional
“De legados y Horizontes para el Siglo
XXTI7, 2010, organizado por RUEDA
[4], y otro en el 1° Seminario Argentina

Brasil de Tecnologias de la Informacién
y la Computaciéon [7]. El trabajo de
divulgacion es citado en [6]. También se
ha desarrollado una tesina en Windows
Azure, otra con Google AppEngine, otra

En general, en el drea de Ila
computacion distribuida Map se utiliza
para fraccionar una operacién compleja
entre varios nodos y Fold/Reduce para
recoger los resultados y unificarlos.

PAGINA - 169 -



sobre Eye OS, y tres basadas en
aplicaciones para lengua de sefas.

Resultados Esperados

El objetivo del grupo de investigacién en
esta linea, es la comparaciéon en varios
aspectos de las distintas Bases de Datos
NoSql, y la integracién de distintas
tecnologias Open Source como las que
propone Google.

FORMACION DE
HUMANOS

El proyecto marco sobre el que se
realizan las investigaciones comenzd
2010, las publicaciones y trabajos de
divulgacion se han desarrollado en
colaboracién con becarios y alumnos
avanzados, como [1] [2] [3] [4] [5] [6]
(71 [8].

Se  desarroll6 una  beca de
investigacion de alumno avanzado sobre
Mobile Cloud Computing y se estd
desarrollando otra sobre orquestacion en
servicios Web. Se aprobaron tres (3)
tesinas de tecnicatura sobre el tema de
lengua de sefas, dos de ellas sobre
plataforma moévil 'y la  otra
implementando servicios Web. Por otro
lado también se han aprobado 3 (tres)
tesinas de licenciatura sobre Cloud
Computing, sobre distintas tecnologias
como Windows Azure y Google App
Engine, una de las cuales se integra con
una plataforma mévil con el OS
Android. Ademds se encuentra en
desarrollo y se proyectan dos de
licenciatura y otra de tecnicatura, y se
espera realizar alguna tesis de maestria y
aumentar el nimero de publicaciones.
Por otro lado también se prevé la
divulgacion de varios temas investigados
por medio de cursos de postgrado y
actualizacion o  publicaciones de
divulgacion.

REFERENCIAS

[1] Murazzo, Rodriguez. "Mobile Cloud
Computing". WICC 2010. Calafate. Mayo
2010.

[2] Murazzo, Milldn, Rodriguez, Segura,
Villafafie. Desarrollo de aplicaciones para

RECURSOS

XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION

2013 - PARANA — ENTRE RIOS

Cloud Computing. CACIC 2010. Morén.
Oct. 2010.

[3] Murazzo, Rodriguez, Millan, Segura y
Villafafie."Plataformas Educativas
Implementadas Con Cloud Computing".
XVI Congreso Argentino de Ciencias de la
Computacién — CACIC 2010, Workshop de
Tecnologias Informdticas Aplicadas a la
Educacion. Morén. Oct. 2010.

[4]Murazzo, Rodriguez. "Una propuesta
para el desarrollo de aplicaciones para
Mobile Cloud Computing”". Congreso
Internacional de Computacion y
Telecomunicaciones — COMTEL 2010,
Lima, Perd. Oct. 2010.

[5] Millan, Murazzo, Rodriguez."
Plataformas Educativas Implementadas Con
Mobile Cloud Computing". V Seminario
Internacional “De legados y Horizontes para
el Siglo XXI”, organizado por RUEDA.
Tandil. Sep. 2010.

[6] Rodriguez, Murazzo, Ene. "Cloud
Computing". X Workshop de investigadores
en Ciencias de la Computacién y Sistemas
de Informacién. San Juan. Mayo 2009.

[7] Nelson R. Rodriguez, Maria A.
Murazzo, Cecilia di Sciacio. "Integracién
de Computacion mévil con Cloud
Computing". 1° Seminario Argentina Brasil
de Tecnologias de la Informacién y la
Computacién; bajo el lema "Las TIC como
oportunidad de integracién". Rosario Nov.
2011.

[8] Rodriguez, Chavez, Martin, Murazzo,
Valenzuela. "Interoperabilidad en Cloud
Computing". XII Workshop de
investigadores en

Ciencias de la Computacién y Sistemas de
Informacién. Rosario. Mayo 2011.
[9]Rodriguez, Villafafie, Murazzo, Gallardo,
Tarrachano. "GAE, una estrategia para
complementar SaaS y PaaS a traves de la
Web". 2do SABTIC. Tres de Maio, Brasil.
Agosto 2012.

BIBLIOGRAFIA CONSULTADA
Antonopoulos- Gillan “Cloud Computing
Principles, Systems and Applications”
Springer 2010- 978-1-84996-241-4

LINK DE INTERES
http://www.nosql.es/blog/nosgl/mapreduce.h
tml

PAGINA - 170 -



XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION

2013 - PARANA — ENTRE RICS

PRACTICAS Y APLICACIONES DE INGENIERIA DE REQUISITOS EN
PROYECTOS DE EXPLOTACION DE INFORMACION

Pollo-Cattaneo. M., Pytel, P., Garcia-Martinez, R., Vegega, C., Amatriain, H., Ramon, H., Mansilla, D.,
Deroche, A., Cigliuti, P., Saavedra-Martinez, P., Garbarini, R., Rodriguez, D., Britos, P., Tomasello, M.

Grupo de Estudio en Metodologias
de Ingenieria de Software
Universidad Tecnoldgica Nacional.
Facultad Regional Buenos Aires.

Medrano 951 (C1179AAQ) Ciudad Auténoma de
Argentina. Buenos Aires Tel +54 11 4867-7511

fpollo@posgrado.frba.utn.edu.ar

Grupo Investigacion en Sistemas
de Informacion

Departamento de Desarrollo Productivo y
Tecnoldgico
Universidad Nacional de Lands
29 de Septiembre 3901 (1826) Remedios
de Escalada, Lanus. Argentina.
Tel +54 11 6322-9200 Ext. 194

Grupo de Investigacion en
Explotacién de Informacién

Universidad Nacional de Rio Negro
San Martin esq. Pellegrini (8430) El
Bolsén. Rio Negro. Argentina.
TE + 54 11 02944 49-8939
pacbritos@gmail.com

rgarcia@unla.edu.ar

RESUMEN

La Explotacion de Informacion es la sub-
disciplina de la Informatica que aporta las
herramientas de analisis y sintesis para extraer
conocimiento no trivial que se encuentra
implicitamente en los datos disponibles en
distintas fuentes de informacion. Aunque la
Ingenieria en Software provee muchos métodos,
técnicas y herramientas para la construccion de
software tradicional, estos en general no son
aplicables a proyectos de Explotacion de
Informacion  por  poseer  caracteristicas
diferentes. En especial se ha detectado la falta
de metodologias que permitan  cubrir
adecuadamente la gestion de los requisitos de
un Proyecto de Explotacion de Informacion,
permitiendo  tanto la  identificacion vy
formalizacion de las necesidades del cliente
como sus expectativas, restricciones y los
principales conceptos que son necesarios para
realizar el proyecto.

En este contexto, este proyecto se enfocard en
sistematizar el cuerpo de conocimiento
existente en la Ingenieria en Software y la
Ingenieria del Conocimiento para sentar las
bases para el desarrollo de una Ingenieria de
Requisitos con particular énfasis en Proyectos
de Explotacion de Informacion. De esta manera
se espera también producir un enriquecimiento
en los campos. En relacion a la transferencia
especifica se puede indicar la generacion de un
Modelo de Proceso para la gestion de
Requisitos.

Palabras clave: Proyecto de Explotacion de
Informacién, Requerimiento, Ingenieria en
Software, Information Mining.

CONTEXTO

Este proyecto de investigacién se desarrolla en
el marco de la cooperacion existente entre el
Grupo de Investigacién en Sistemas de
Informacion (GISI) del Departamento de
Desarrollo Productivo y Tecnologico de la
Universidad Nacional de Lanus, el Grupo de
Estudio en Metodologias de Ingenieria de
Software (GEMIS) de la Facultad Regional
Buenos Aires de la Universidad Tecnoldgica
Nacional, y el Grupo de Investigacion en
Explotacion de Informacion de la Universidad
Nacional de Rio Negro (SAEB-UNRN).

INTRODUCCION
La Inteligencia de Negocio propone un abordaje
interdisciplinario (dentro del que se encuentra la
Informatica), que se centra en generar
conocimiento que contribuya con la toma de
decisiones de gestion y generacion de planes
estratégicos en las organizaciones [Thomsen,
2003]. La Explotacion de Informaciéon (EdI) es
la sub-disciplina de la Informatica que aporta a
la Inteligencia de Negocio [Negash & Gray,
2008] las herramientas de analisis y sintesis
para extraer conocimiento no trivial que se
encuentra (implicitamente) en los datos
disponibles de  diferentes  fuentes de
informacion [Schiefer et al., 2004]. Para un
experto, o para el responsable de un Sistema de
Informacion, normalmente no son los datos en
si lo méas relevante, sino el conocimiento que se
encierra en sus relaciones, fluctuaciones y
dependencias. Un Proceso de Explotacion de
Informacion puede definirse como un conjunto
de tareas relacionadas ldgicamente [Curtis et
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al., 1992], que se ejecutan para lograr, a partir
de un conjunto de informacién con un grado de
valor para la organizacion, otro conjunto de
informacién con un grado de valor mayor que el
inicial [Ferreira et al., 2005; Kanungo, 2005].
Identificado el problema de Inteligencia de
Negocio, un Ingeniero de Explotacion de
Informacion decide la secuencia de Procesos de
Explotacion de Informacion que deben ser
gjecutados para obtener una solucion al
problema de Inteligencia de Negocio. Cada
Proceso de Explotacion de Informacion tiene
varias técnicas de Mineria de Datos que pueden
ser elegidas para realizarlas [Garcia-Martinez et
al., 2011a]. Muchas de esas técnicas vienen del
campo del Aprendizaje Automético [Garcia-
Martinez et al., 2003].

En [Garcia-Martinez et al., 2011b] se ha
observado el uso indiscriminado de los términos
“Mineria de Datos” (o “Data Mining” en inglés)
y  “Explotacion de  Informacion” (o
“Information Mining” en inglés) para referirse
al mismo cuerpo de conocimientos. Esto es un
tipo de confusion similar a utilizar como
sinonimos “Ciencias de la Computacion” y
“Sistemas de Informacion”. La Mineria de
Datos estd relacionada a la tecnologia
(algoritmos) necesaria para la obtencion de
conocimiento y la Explotacion de Informacion
esta relacionada con los procesos y las
metodologias necesarias para realizar el
proyecto con éxito. De esta forma, la Mineria
de Datos se encuentra mas cerca de las tareas de
programacion mientras que la Explotacion de
Informacion esta cercana a la Ingenieria en
Software.

Aunque la Ingenieria en Software y la
Ingenieria del Conocimiento [Garcia-Martinez
& Britos, 2004] provee muchos métodos,
técnicas y herramientas, estos no son Utiles ya
que no se ocupan de los aspectos especificos
que poseen los Proyectos de Explotacion de
Informacion  (PEI). Mientras, que las
herramientas tradicionales de elicitacion de la
Ingenieria en Software se enfocan en la
descripcion de los diferentes tipos de
requerimientos haciendo hincapié en las
caracteristicas que debe cumplir el producto
software final [Wiegers, 2003], un Proyecto
Explotacion de Informacion no busca la
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construccion del sistema software sino la
aplicacién de un proceso que convierta los datos
disponibles en conocimiento. Por lo tanto, se
considera necesario el desarrollo y la validacion
de métodos, técnicas y herramientas que puedan
asistir a los practicantes del area de ingenieria
de requisitos y proveer la necesaria objetividad,
racionalidad, generalizacion y confiabilidad a
los Proyectos de Explotacion de Informacion.
En este contexto, se ha identificado como un
problema abierto la necesidad de organizar un
nuevo cuerpo de conocimiento relacionado a la
identificacion, formalizacion y administracion
de los deseos y necesidades de los interesados
en un Proyecto de Explotacion de Informacion.
Una de las razones para desarrollar una
Ingenieria de Requisitos de Explotacion de
Informacion ha sido el descubrimiento de una
falta de actividades y técnicas asociadas a la
ejecucion de las fases correspondientes en las
metodologias, normalmente aplicadas para el
desarrollo de Proyectos de Explotacion de
Informacion. Si bien se destacan las
metodologias SEMMA [SAS, 2008], P3TQ
[Pyle, 2003] y CRISP-DM [Chapman et al.,
2000] las cuales se consideran probadas y
tienen un buen nivel de madurez, éstas dejan de
lado aspectos a nivel operativo sobre las tareas
necesarias para elicitar, formalizar y administrar
los requisitos. Por otro lado, existen
aproximaciones que tratan de integrar el
conocimiento, como es el ciclo de vida
propuesto por [Kimball et al., 2011] que es
utilizado en iniciativas de Data Warehouse &
Business Intelligence. Sin embargo, es
necesario adaptar este ciclo de vida para
considerar las particularidades de los Proyectos
de Explotacion de Informacion.
En este sentido, se han detectado la falta de
procesos que permitan cubrir adecuadamente
los siguientes aspectos de la Ingenieria de
Requisitos en Proyectos de Explotacion de
Informacion:
= identificacién de las principales necesidades
del cliente, sus expectativas, restricciones y
los principales conceptos que son necesarios
para realizar el proyecto [Pollo-Cattaneo et
al., 2009].
= el proceso de elicitacion de requisitos
mediante la  transformacion de la
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experiencia en el uso de las herramientas
disponibles para la elicitacion en el dominio
de los sistemas tradicionales [Mansilla et
al., 2012].

= el proceso de formalizacion de requisitos a
través de la utilizacion de técnicas de
representacion de conocimiento provistas
por la Ingenieria del Conocimiento [Vegega
etal., 2012].

OBJETIVOS E HIPOTESIS DE
INVESTIGACION

Este proyecto se inscribe en una linea de
investigacion que busca adaptar buenas
practicas ingenieriles (es decir procesos,
métodos, técnicas y herramientas) existentes en
la Ingenieria en Software y la Ingenieria del
Conocimiento como también desarrollar nuevas
para ser utilizadas en la Gestién de Requisitos
de los Proyectos de Explotacién de Informacion
teniendo en cuenta las particularidades de las
Pequefias y Medianas Empresas.

Entre los supuestos (o hipétesis) que guian el

proyecto se encuentran los siguientes:

- Hipétesis I: Los proyectos de Explotacion
de Informacién poseen caracteristicas muy
distintas a las de los proyectos de desarrollo
de software tradicional y no tradicional. En
consecuencia, muchas de los procesos,
métodos, técnicas y herramientas no pueden
ser aplicables a proyectos de Explotacion de

Informacion.
- Hipétesis II: A pesar de existir
metodologias para el desarrollo de

proyectos de Explotacion de Informacion,
muchas de estas metodologias dejan de lado
aspectos a nivel operativo por no indicar el
método y las técnicas que deberian ser
utilizadas para la gestion de requisitos.

- Hipdtesis 1ll: Los riesgos y problemas
encontrados durante el desarrollo de un
proyecto de Explotacion de Informacién
pueden ser reducidos mediante la aplicacion
de buenas practicas provenientes de la
Ingenieria en Software y la Ingenieria del
Conocimiento.

Teniendo en cuenta dichas hipdtesis se buscara:
o Objetivo General: En el marco de proyectos
de Explotacion de Informacion, este
proyecto se enfocard en sistematizar el
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cuerpo de conocimientos existente en la
Ingenieria en Software y la Ingenieria del
Conocimiento para sentar las bases para el
desarrollo de préacticas ingenieriles para la
Gestion de Requisitos en Proyectos de
Explotacion de Informacién.

Asociados a este objetivo general se definen los

siguientes objetivos especificos:

= Objetivo Especifico 1: Identificar las
principales  actividades,  técnicas vy
herramientas para ser utilizadas en cada fase
del proceso de elicitacion de requisitos de
un proyecto de Explotacion de Informacion.

= Objetivo Especifico 2: Identificar las
principales  actividades,  técnicas y
herramientas para ser utilizadas en cada fase
del proceso de formalizacion de requisitos
de un proyecto de Explotacion de
Informacion.

= Objetivo Especifico 3: Proponer un modelo
que permita la gestion de requisitos en
proyectos de Explotacion de Informacion
dentro del marco de un ciclo de vida
definido ad-hoc.

FUNDAMENTACION E IMPORTANCIA
La necesidad de desarrollar una Ingenieria de
Requisitos para Proyectos de Explotacion de
Informacion surge del relevamiento efectuado
en el campo metodoldgico, en el que se
identifica la carencia de técnicas asociadas a la
gjecucion de las primeras fases planteadas en
las metodologias identificadas. En este
contexto, este proyecto promueve el desarrollo
y la validacion de métodos, técnicas vy
herramientas, conllevando a una mejora en el
campo de la Ingenieria de Requisitos. Los
métodos con abordaje ingenieril permiten dotar
al proceso de desarrollo de: objetividad,
sistematicidad, racionalidad, generalidad vy
fiabilidad, contribuyendo al avance del
conocimiento cientifico mediante el uso de
técnicas consistentes. De esta manera, los
resultados de este proyecto pueden ser
transferidos, en sus distintos niveles de gestion,
para formular politicas en varias dimensiones.
El crecimiento de los proyectos informéaticos
con aplicacion de técnicas inteligentes en la
actualidad delimita la importancia de utilizar
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eficientemente los recursos disponibles para el
desarrollo de las actividades correspondientes.

METODOLOGIA DE TRABAJO

Las tareas a realizar para desarrollar los

procesos seran las siguientes:

a) Se realizard una investigacion documental
exploratoria tratando de identificar los
conceptos de interés para caracterizar un
proyecto de Explotacion de Informacion.

b) Se buscara identificar relaciones existentes
entre los diversos conceptos identificados,
sus posibles fuentes y su posible aplicacion
para realizar la gestion de requisitos de un
proyecto de Explotacion de Informacion.

c) Para el proceso de elicitacion de requisitos
se realizaran las siguientes actividades:

1. Se identificaran y analizaran las técnicas
y herramientas existentes en la Ingenieria en
Software aplicables para proyectos de
Explotacion de Informacién.

2. Se determinara el orden de las técnicas y
herramientas para realizar la elicitacion de
requisitos en proyectos de explotacion de
informacion indicando las entradas y salidas
necesarias.

3. Se realizaran pruebas de concepto para

validar el proceso de elicitacion
desarrollado.
d) Para el proceso de formalizacion de

requisitos se realizaran las
actividades:

1. Se identificaran y analizaran las técnicas
y herramientas existentes en la Ingenieria en
Software e Ingenieria del Conocimiento
aplicables para proyectos de Explotacion de
Informacion.

2. Se determinara el orden de las técnicas y
herramientas para realizar la formalizacion
de requisitos en proyectos de Explotacion
de Informacién indicando las entradas y
salidas necesarias.

3. Se realizaran pruebas de concepto para
validar el proceso de formalizacion
desarrollado.

e) A partir de los resultados de los proceso de
elicitacion y formalizacién de requisitos, se
propondra un modelo que permita la gestion
de requisitos en proyectos de Explotacién

siguientes
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de Informacién dentro del marco de un ciclo
de vida definido ad-hoc.

f) Se realizaran pruebas de concepto para
validar el modelo de proceso desarrollado.

Para el desarrollo de las tareas propuestas se
utilizaran los siguientes materiales:

- Metodologias CRISP-DM [Chapman, et al.,
2000], P3TQ [Pyle, 2003] y SEMMA [SAS,
2008].

-Ciclo de Vida para iniciativas de Data
Warehouse & Business Intelligence [Kimball
etal., 2011].

-Trabajos previos de los integrantes del
proyecto relacionados con la Explotacion de
Informacion.

- Métodos, técnicas y herramientas existentes en
Ingenieria en Software.

- Métodos, técnicas y herramientas existentes en
Ingenieria del Conocimiento.

- Casos de estudio tomados tanto de proyectos

reales desarrollados por los integrantes del
proyecto como de trabajos de tesis de maestria
y/o especializacion disponibles (como por
ejemplo son [Cigliuti et al., 2012] y
[Saavedra-Martinez et al., 2012]).

- Reportes sobre proyectos de Explotacion de
Informacion de alumnos de la carrera
Ingenieria en Sistemas de Informacion de la
UTN-FRBAy UTN-FRCU.

-Hemerotecas y Repositorios
accesibles por Internet.

- Acceso a bibliotecas digitales de IEEE, ACM
y SCOPUS.

Cientificos

RESULTADOS OBTENIDOS/ESPERADOS

Como resultado de este proyecto, se esperan los

siguientes aportes:

= Generar un modelo de proceso para la
gestion de requisitos dentro de proyectos de
Explotacion de Informacién con la
especificacion de un ciclo de vida ad-hoc, la
cual sera transferible a una Software
Factory.

= Mejorar la comprension de las potenciales
aplicaciones de la disciplina por parte de los
docentes integrantes del proyecto.
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FORMACION DE RECURSOS HUMANOS
Este proyecto busca tanto la obtencion de
nuevos conocimientos como la motivacion de
los implicados para que asciendan dentro del
escalafon de la carrera de investigadores.

Los recursos humanos deben poseer una firme
vocacion de trabajar en el area de la ingenieria
en software, los sistemas inteligentes con su
vinculacion a la Explotacion de Informacion, de
manera de canalizar y proveer una base
sustentable de aporte al proyecto. De esta
manera, se logra un doble beneficio, el proyecto
obtiene e incorpora el conocimiento tecnolégico
de los recursos humanos en el area de la
especialidad, a la vez que plantea un esquema
de formacién de especialistas de punta en el
proceso de gestion.

Ademés, en el marco de este proyecto de
investigacion se preve la radicacion de una
Tesis de Doctorado en Ciencias Informaéticas y
cinco tesis de magister en distintas areas de la
informatica en  codireccion con  otras
instituciones. También se espera que los
alumnos becarios que participan del proyecto
tengan la posibilidad de articular su Trabajo
Final de Carrera de grado y posgrado con temas
relacionados a este proyecto.
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Resumen

El proyecto Tecnologias Avanzadas de Bases
de Datos, en el que se enmarca la linea de
investigacion Geometria Computacional y
Bases de Datos, investiga sobre el disefio y
desarrollo de herramientas para administrar
eficientemente  sistemas de bases de
avanzadas. En la linea de investigacion se
vinculan las disciplinas Bases de Datos,
Geometria Computacional y Metaheuristicas,
utilizando métodos y herramientas provistas
por tales disciplinas en la resolucion de los
problemas surgidos en las tematicas de
investigacion.

Palabras clave: Bases de datos, Geometria
Computacional, Metaheuristicas, Bases de
datos espacio-temporales.

Contexto

El proyecto Tecnologias Avanzadas de Bases
de Datos de la Universidad Nacional de San
Luis tiene como objetivo principal el estudio
de bases de datos avanzadas, y en este marco
investigamos el disefio y desarrollo de
herramientas para administrar eficientemente

sistemas de bases de datos no estructuradas.

En el proyecto existen tres lineas de
investigacion, orientadas al desarrollo de
nuevos modelos para administrar y recuperar
informacién almacenada en repositorios de
datos no estructurados, donde los escenarios
de exploracion requieren modelos tales como
las bases de datos espacio-temporales, bases
de datos de texto, bases de datos de imagenes,
bases de datos de sonidos, espacios métricos,
entre otros.

En diversas aplicaciones del campo de las
Ciencias de la Computacion son necesarios
repositorios de datos no tradicionales, y
aparecen nuevos modelos de bases de datos
para buscar y administrar informacién en ellos.
Asi, surge el estudio de modelos como las
bases de datos espacio-temporales. También,
se requiere la construccion y manipulacion de
diferentes objetos y estructuras geométricas de
utilidad en diversas areas de aplicacion, por
ejemplo, robdtica, sistemas de informacion
geografica, vision artificial, computacion
grafica, computacién movil, entre otras, y que
se relacionan con las bases de datos
mencionadas. En particular, las estructuras
geométricas que estudiamos deben cumplir
con propiedades deseables, y algunos de los
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problemas relacionados con la optimizacion de
las mismas son problemas NP-duros, por tanto
en la busqueda de soluciones aproximadas
utilizamos técnicas metaheuristicas. Por o
expuesto, en la linea de investigacion
Geometria Computacional y Bases de Datos
hemos vinculado tematicas que surgen de las
disciplinas Bases de Datos, Geometria
Computacional y Metaheuristicas. Desde el
afio 2002, desarrollamos nuestro trabajo de
investigacion en forma conjunta con
investigadores afines de proyectos locales y de
la Universidad Politécnica de Madrid, en el
marco de los convenios de cooperacion
institucional. En este trabajo, presentamos los
temas en estudio, junto con las propuestas mas
recientes de interés.

Introduccion

Numerosas aplicaciones requieren guardar y
consultar informaciéon histérica y actual,
relacionada a los cambios de forma vy/o
posicidn gue tuvieron los objetos estudiados en
diferentes escenarios a lo largo del tiempo.
Para tales requerimientos, es necesario contar
con los modelos de bases de datos espacio-
temporales y con herramientas teoricas, de
base, que permitan modelar estos tipos de
datos, realizar operaciones sobre ellos, definir
lenguajes de  consulta, analizar su
expresividad, entre otras propiedades.

La Geometria Computacional estudia el disefio
de algoritmos para resolver problemas
geométricos. En esta disciplina se identifican
conceptos, propiedades y técnicas que apuntan
al desarrollo de algoritmos eficientes. Esto
conduce al analisis y estudio de estructuras de
datos geométricas y problemas relacionados
con dichas estructuras [BKOS97]. Los
problemas se estudian desde un punto de vista
combinatorio o algoritmico. Los aspectos
algoritmicos de los problemas aparecen en la
busqueda de  soluciones, exactas o0
aproximadas, para una estructura geometrica
particular. En este contexto aparecen
problemas que son NP duros, o bien, son
problemas para los cuales no se conocen
algoritmos eficientes que permitan alcanzar
soluciones exactas. De todos modos, es de
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interés obtener soluciones a tales problemas,
aungue sean aproximadas a las 6ptimas. En
nuestro trabajo hacemos uso técnicas
metaheuristicas, ya que las mismas permiten
encontrar soluciones cercanas a las optimas.
Una metaheuristica se puede considerar como
una metodologia de alto nivel que puede ser
utilizada como una estrategia que guia las

heuristicas  subyacentes  para  resolver
problemas de optimizacion  especificos,
combinando inteligentemente  diferentes

conceptos de diversos campos. Estos métodos
son simples de implementar y han demostrado
ser exitosos en encontrar, de forma eficiente,
buenas soluciones para problemas de
optimizacion NP-duros [MF04] [BFM97].

Los problemas que estudiamos corresponden a
estructuras geométricas, obtenidas a partir de
un conjunto de puntos u objetos en el plano, y
para las cuales se busca optimizar alguna
propiedad que permita valorar la calidad de
dichas  estructuras. Los criterios de
optimizacion consisten en minimizar 0o
maximizar alguna propiedad de las estructuras
geomeétricas. Los problemas de optimizacion
relacionados a triangulaciones, pseudo-
triangulaciones y poligonizaciones, son de
interés debido a que son utilizadas en diversos
campos: deteccion de colisiones, visibilidad y
vigilancia, problemas de rigidez de estructuras,
entre otros.

Entre los problemas de optimizacion
estudiados estan: la Triangulacion de Peso
Minimo (Minimum Weight Triangulation,
MWT) y la Pseudo-Triangulacion de Peso
Minimo (Minimum Weight Pseudo-
Triangulation, MWPT). Dichos problemas
minimizan la suma de las longitudes de las
aristas proveyendo asi una medida de calidad
para determinar cuan “buena” es la estructura.
La complejidad del calculo de MWT fue uno
los problemas abiertos mas estudiados en
Geometria Computacional hasta que Mulzer y
Rote demostraron que la construccion de
MWT es un problema NP-duro [MRO06]. Por
otra parte, la complejidad de la pseudo-
triangulacion de peso minimo ain no esta
resuelta.  Levcopoulos y  Gudmundsson
muestran una 12-aproximacion de una pseudo-
triangulacion que puede ser calculada con
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complejidad de O(n*) [GLO7]. Los autores dan
una aproximacion de O(log n w(MST)) de una
pseudo-triangulacién de peso minimo en un
tiempo de O(n log n) donde w(MST) es el
peso del Arbol de Expansion Minimo
(Minimum Spaning Tree, MST) el cual es un
subconjunto de la estructura obtenida.

Otro problema en estudio es la Triangulacion
de Dilacion Minima (Minimum Dilation
Triangulation, MDT) donde la dilacion mide la
calidad de conexion entre puntos de la
triangulacion. La dilacion entre un par de
puntos, u y v, de una triangulacién T se define
como la razon entre el camino mas corto entre
uyvenTy ladistancia euclidea entre dicho
par de puntos. La maxima dilacion entre todos
los pares de puntos en T se Ilama la dilacion de
T (A(T)). La mejor posible dilacién de
cualquier triangulacién de un conjunto de
puntos S se conoce como dilacion de S (A(S)).
La complejidad del problema de encontrar
A(S) para un conjunto de puntos S se
desconoce y por lo tanto, nos centramos en el
desarrollo de algoritmos aproximados para
encontrar triangulaciones de alta calidad de
dilacién minima.

Con respecto a poligonizaciones, estudiamos
el problema de obtener poligonizaciones de
area minima/maxima para un conjunto de
puntos en el plano. Este problema es NP-duro,
segun demostro Fekete [Fe00].

Debido a la complejidad de los problemas
antes mencionados, aplicamos técnicas
metaheuristicas para obtener soluciones
aproximadas a las éptimas.

En la linea de investigacion estudiamos el
disefio y desarrollo de indices espacio-
temporales, aplicables a diversos escenarios de
movimiento (redes, espacios libres de
obstaculos, etc.), considerando la geometria
como una disciplina marco en la cual se
formalizan aspectos propios de los problemas
involucrados. En  este contexto, nos
proponemos el estudio de optimizaciones de
estructuras geomeétricas que estan relacionadas
con las bases de datos ya mencionadas y al
desarrollo de  herramientas para la
visualizacion de estructuras geométricas y
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aplicaciones vinculadas a las bases de datos
espacio-temporales.

Linea de investigacion

La Geometria  Computacional  estudia
problemas desde un punto de vista geométrico,
dedicandose al disefio y analisis de algoritmos
y/o estructuras geométricas adecuados para su
resolucion. Algunos de los problemas de
estudio la disciplina provienen de diversas
areas, por ejemplo en los sistemas de
informacion  geogréfica, problemas de
referidos a localizacion, planificacion de rutas
y busqueda geométrica; en robdtica, problemas
de planificacibn de movimientos, de
visualizacion y deteccion de colisiones, entre
otros. En particular, los problemas de interés
en la linea de investigacion son aquellos
vinculados al disefio de indices espacio-
temporales para resolver en forma integral
consultas espacio-temporales y su vinculacion
con la problematica de objetos moviles; y al
tratamiento de problemas geométricos NP-
duros. Para estos ultimos, en la busqueda de
soluciones proponemos utilizar  técnicas
metaheuristicas, ya que proporcionan
estrategias adecuadas para la obtencion de
soluciones  aproximadas de  mdltiples
problemas de optimizacion.

Como objetivos especificos de
podemos enumerar los siguientes:

i) Indexacién espacio-temporal sobre
objetos en movimiento para diversos
escenarios. Desarrollo de las estructuras de
almacenamiento, los algoritmos de consulta y
la evaluacion experimental, mostrando el
desempefio de los distintos indices en
aplicaciones de diferentes magnitudes respecto
de la poblacion de objetos en movimiento.
Desarrollo de aplicaciones con herramientas
de Geometria Computacional y Bases de Datos
Espacio-Temporales. Desarrollo de una
herramienta integral en el ambito de la Salud
para el seguimiento de focos epidémicos
utilizando base de datos espacios-temporales.

ii) Estudio de configuraciones geométricas
generales de puntos en el plano, que cumplan
medidas de calidad como: peso, dilacion, area,
entre otras. Optimizacion de Triangulaciones,

estudio
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Pseudo-triangulaciones 'y Poligonizaciones
considerando medidas de calidad minimas o
maximas, aplicando técnicas metaheuristicas y
diversas estrategias algoritmicas.

iii) Disefio y desarrollo de herramientas
para la generacion, visualizacion vy
manipulacion de diferentes configuraciones
geométricas de conjuntos de puntos en el
plano.

Resultados Obtenidos

Para la resolucibn de problemas de
optimizacion de Triangulaciones y Pseudo-
triangulaciones de Peso Minimo aplicamos las
técnicas metaheuristicas: Optimizacion basada
en Colonia de Hormigas (Ant Colony
Optimization, ACO) y Recocido Simulado
(Simulated  Annealing, SA), técnicas
deterministicas ~ Voraces (Greedy) y
Triangulacion de Delaunay. Se llevo a cabo el
estudio, adecuacion y evaluacién experimental
de las técnicas metaheuristicas mencionadas
para la basqueda de triangulaciones y pseudo-
triangulaciones que cumplan la propiedad. Los
resultados obtenidos para los problemas MWT
y MWPT utilizando la técnica metaheuristica
ACO estan publicados en [DGLH11b]
[GDLH11] [DGLH12]. Se llevo a cabo una
evaluacion experimental y analisis de los
resultados obtenidos con la técnica Recocido
Simulado [DGLH11a] [DGLH11c].

Para el problema Triangulacion de Dilacién
Minima (Minimum Dilation Triangulation -
MDT) todavia no se conoce un algoritmo que
lo resuelva en tiempo polinomial y tampoco se
ha demostrado que sea NP-duro. Para este
problema se estudiaron, desarrollaron vy
aplicaron diferentes tipos de técnicas: Greedy,
Local Search, Iterated Local Search, Simulated
Annealing y Random Local Search
proponiendo para cada estrategia un conjunto
de operadores adecuados. Debido a la
complejidad que implica la puesta a punto de
los parametros de técnicas metaheuristicas, se
utilizé Optimizacion de Pardmetros Secuencial
(Sequential Parameter Optimization - SPO)
para el ajuste de los parametros requeridos por
Simulated Annealing. Se realiz6 un analisis
experimental en el cual se compararon dichos
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algoritmos con otras técnicas, como por
ejemplo, Delaunay. Se crearon las instancias
de prueba, ya que para estos problemas no se
encontraron  disponibles  ningun  tipo
benchmark con el cual comparar nuestros
resultados. Las conclusiones fueron afirmadas
desarrollando un estudio estadistico aplicando
diferentes test estadisticos y métodos de
visualizacion. Actualmente se encuentra en
evaluacion el articulo  “Approximated
algorithms  for the Minimum Dilation
Triangulation Problem” en la revista Journal of
Heuristics(http://www.springer.com/mathemat
ics/applications/journal/10732)  donde  se
plasmaron todos los resultados obtenidos.

Para el problema de optimizacién de
poligonizaciones de puntos en el plano, se
utilizaron técnicas metaheuristicas basadas en
Colonia de Hormigas (Ant Colony
Optimization, ACO) vy técnicas Voraces
(Greedy) para aproximar poligonizaciones de
area minima. Los resultados obtenidos se
publicaron en [TGH11].

Por otra parte, se ha implementado una
herramienta para la generacion y visualizacion
de triangulaciones pseudo-triangulaciones y
poligonizaciones de conjuntos de puntos en el
plano. [DGPH10].

Se esta desarrollando una aplicacion en el
ambito de la Salud para el seguimiento de
focos epidémicos utilizando base de datos
espacios-temporales 'y  herramientas de
Geometria Computacional.

Como trabajo futuro, especificamente para
problemas geométricos, continuaremos con el
estudio de los problemas de optimizacion
considerando otras técnicas metaheuristicas,
que puedan adecuarse para su resolucién. Se
llevaran a cabo, la evaluacion de las distintas
técnicas para determinar su funcionalidad e
impacto en la comunidad cientifica y el
analisis que incluira el correspondiente
tratamiento estadistico, y comparativo con
otros algoritmos de tipo aproximado o de tipo
exacto.

Formacion de Recursos Humanos

La formacion del grupo de trabajo en la
Universidad Nacional de San Luis, se
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consolida con actividades de cooperacion
mutua e intercambio reciproco de informacion
cientifica, tecnologia y desarrollo de nuevos
conocimientos con investigadores locales y de
otras universidades.

Entre las actividades
mencionan:

i) formacion de recursos humanos plasmada en
trabajos finales de Licenciatura en Ciencias de
la Computacion, Tesis de Maestria en Ciencias
de la Computacion y Tesis Doctorales en
desarrollo, ii) direcciones de becas de
investigacion de Ciencia y Técnica-FCFMyN-
UNSL y de CONICET, iii) realizacion vy
direccion de pasantias de investigacion con
docentes de otras universidades (UNNOBA),

iv) actividades de formacién académica,
cursos de posgrado y de especializacién, v)
actividades de  divulgacion  cientifica,
conferencias y publicaciones en congresos y
revistas en el &mbito nacional e internacional.

Nos proponemos continuar con las actividades
integradoras y relacionadas al presente

desarrolladas, se

proyecto,  proponiendo  actividades de
formacion académica, de formacion de
recursos humanos locales y de otras

universidades  nacionales,  investigacion,
desarrollo, y otras actividades académico-
cientificas vinculantes.
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Mineria de Datos en Bio-Ciencias
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Ribero Gabriela®, Villoria Liliana

YInstituto AP de Ciencias Béasicas y Aplicadas - Universidad Nacional de Villa Maria
2Grupo de Mineria de Datos - Universidad Catélica de Cérdoba

Universidad Nacional de Villa Maria: Av. Arturo Jauretche 1555 — Villa Maria — Cordoba — Argentina
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Resumen

El campo de las Bio-ciencias estd en pleno
desarrollo y expansion. La variedad de
tecnologias disponibles y aplicaciones estan
generando cantidades abrumadoras de datos
gue necesitan de protocolos, conceptos y
métodos que permitan un analisis uniforme y
asequible.

Otra caracteristica distintiva de estos &mbitos es
su condicion  multidisciplinaria,  donde
interactan (y cada vez mas) disciplinas como
la biologia, la matematica, la estadistica, la
informatica, la inteligencia artificial; y sus
aplicaciones sobre la agronomia, la salud
humana y animal y el medio ambiente; por lo
que cualquier esfuerzo tendiente a aumentar el
nivel de comunicacién y entendimiento entre
las distintas disciplinas redundara en beneficios.

La Mineria de Datos, concepto que aglutina una
variedad de metodologias  analiticas,
proporciona un  marco conceptual vy
metodologico para el abordaje del analisis de
datos y sefiales en distintas disciplinas. Sin
embargo cada campo de aplicacién presenta
desafios especificos que deben ser abordados
particularmente desde la racionalizacion de los
conceptos especificos del &mbito.

En este proyecto se integraran las experiencias
y criterios de distintas disciplinas que estan
involucradas en el desarrollo experimental en
bio-ciencias. La finalidad es elaborar
protocolos 'y metodologias de analisis,
desarrollar métodos analiticos para generar

nuevas estrategias diagnoésticas, predictivas a
partir de los datos recogidos que permitan
extraer conocimiento en problemas
biotecnoldgicos que se basen en investigacion
solida de los procedimientos
estadisticos/bioinformaticos relevante para el
manejo de datos experimentales.

Palabras clave:

Bioinformatica - mineria de datos —
biotecnologia - inteligencia artificial

Contexto

Esta linea se inserta en un proyecto de
desarrollo conjunto entre la Universidad
Nacional de Villa Maria y la Universidad
Catolica de Coérdoba. Ha sido evaluado por
evaluadores externos, participa del Programa de
Incentivos de la Nacién para Docentes
Investigadores, y es financiado por la
Universidad Nacional de Villa Maria

Introduccion

El dominio de técnicas de anélisis de Bio-
datos, como la capacidad para disefiar y
analizar experimentos cuyos resultados
puedan ser luego transformados en nuevos
dispositivos o técnicas de diagndstico, es
fundamental para hacer un uso mas eficiente
de los recursos destinados a la investigacion
y al desarrollo de productos biotecnolégicos
(vacunas, dispositivos de diagnostico
biomédico, mejoramiento de especies,
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evaluacion de drogas, mejoramiento vegetal
y animal, calidad de alimentos, etc).

Los pasos involucrados en la adquisicion,
analisis e interpretacion de Bio-datos son
NUMerosos y su correcto abordaje es crucial
para el éxito de la aplicacién
[Buckingham2003]. ElI modelado y la
busqueda de patrones tendientes al disefio de
un método de diagndstico o caracterizacion
implican la utilizaciébn de estrategias
analiticas capaces de interrelacionar una
gran cantidad de variables con un evento
particular. Los métodos de PLS y SVM son
métodos modernos y prometedores para el
andlisis y modelado de sefiales y datos
biomédicos/biotecnolégicos, mas aun si
existen mecanismos que permitan modelar
en cierto grado (a traves de ndcleos
adecuados) algun tipo de conocimiento
especifico (prior-knowledge). La inclusion
de conocimiento especifico en sistemas de
analisis inteligente es un tema candente en
investigacion de Mineria de Datos vy
Reconocimiento de Patrones. Dominar este
tipo de técnicas permitird  evaluar
rapidamente su aplicabilidad en distintos
ambitos. Unos de los ambitos que esta
demandando este tipo de metodologias de
analisis es la gendmica y protedémica de alto
rendimiento, donde Argentina cuenta
actualmente con secuenciadores masivos y
estd adquiriendo nuevo equipamiento a
través de las convocatorias a plataforma PPL
dado que estdn consideradas areas de
vacancia. En este contexto y en otros como
la agrobiotecnologia, la generacion masiva
de datos experimentales esta requiriendo de
la adaptacion y/o creacion de herramientas
especificas para satisfacer los requerimientos
de estas tecnologias y poder extraer
informacion biologica relevante. En este
proyecto se pretende desarrollar
metodologias  estadistico/computacionales
para proveer de técnicas de mineria de datos
a estos sectores de investigacion 'y

2013 - PARANA — ENTRE RICS

productivos de la region a través de un
enfoque multidisciplinar, integrando
conceptos y algoritmos provenientes de la
Bioinformatica, la Estadistica, la
Bioingenieria, la Biologia y la Inteligencia
Artificial, disciplinas que en general se
tratan independientemente.

Lineas de investigacion y desarrollo

El proyecto sigue la linea de investigacion del
campo de las bio-ciencias, en especial
relacionada a la bioinformatica, la bioingenieria
y la biotecnologia. En ese sentido, se ha
comenzado a trabajar en la exploracién de
librerias en R para analisis cluster, en
procesamiento distribuido en bioinformatica
utilizando el lenguaje r, en exploracién e
implementacion de herramientas de desarrollo
en un sistema de analisis estadistico de
experimentos proteomicos. Todas estas lineas
tienden a determinar los mejores y mas
efectivos métodos de analisis de la informacion
procedente de datos biologicos, relacionados a
agronomia, veterinaria, salud, ambiente.

Resultados y Objetivos

Objetivos:

Cientificos
1. Extender los principios del
Descubrimiento de Conocimiento en bases de
datos y Mineria de Datos en las Biociencias
(Bioingenieria/Biotecnologia/Bioinformatica)
2. Estudiar 'y comparar métodos de
clasificacion/prediccion basados en
inteligencia artificial y en estadistica sobre
Bio-datos.
3. Formar recursos humanos nacionales en
bioinformatica.

Tecnologicos
4. Desarrollar herramientas y aplicaciones de
bioinformaticas (librerias, software) para
facilitar el procesamiento de datos
biotecnolodgicos.
1. Editar un material de referencia sobre el
uso de las aplicaciones desarrolladas.
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Resultados:

Algunos integrantes disertaron en distintos
Congresos Nacionales sobre temas relacionados
a la tematica propuesta, tal el caso de Laura
Prato, quien  disertdé sobre “Aplicaciones
bioinformaticas en experimentos con proteinas”
en la X Semana de la Ciencia y la Tecnologia
en Villa Maria, en Junio 2012; y Cristobal
Fresno dict6 un curso sobre “Lenguaje R
aplicado a Bioinformatica” en el Workshops
RSG-Argentina — Edicién 2012, en Oro Verde,
Entre Rios en Septiembre 2012.

Se realizaron las siguientes Presentaciones en
Congresos: en el 3er Congreso Argentino de
Bioinformatica y Biologia Computacional, Oro
Verde, Septiembre 2012 (Sesion de Posters), se
presentaron los siguientes trabajos:

e GOboot: towards a robust SEA analysis.
Cristobal Fresno, Andrea Llera, Maria Romina
Girotti, Maria Pia Valacco, Juan A Lopez,
Laura Zingaretti, Laura Prato, Osvaldo
Podhajcer, Moénica G Balzarini, Federico Prada
y Elmer Fernandez.

e One vs One Artificial Neural Network
strategy for gene expression multiclass
classification. Remon L, Juarez L, Arab Cohen
D, Fresno C, Prato L, Villoria L y Ferndndez
E.

e SVM Tree with Optimal Multiclass Partition
applied to Gene expression signature
classification. Pellarolo M, Arab Cohen D,
Fresno C, Prato L y Fernandez E.

Y en las VII Jornadas de Investigacion, Villa
Maria, Noviembre 2012, se presentaron:

e Mineria de datos en bio-ciencias:
bioinformatica, bioingenieria y biotecnologia,
Elmer A Fernandez, Laura Prato, Cristdbal
Fresno

e Exploracién de distintas librerias y funciones
de r para andlisis cluster Maria Laura
Zingaretti, Laura Prato, EImer Fernandez

e Procesamiento distribuido en bioinformatica
utilizando el lenguaje r, Mayco Fraccarolli,
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Emiliano Marzioni, Nicolas Ferreyra, Cristébal
Fresno, Laura Prato

Formacion de Recursos Humanos

La estructura del equipo de trabajo tiene dos
investigadores especialistas en la tematica, un
investigador encargado de la gestion, dos
investigadores mas relacionados al 4rea
técnico-informatica y dos investigadores del
drea de desarrollo informéatico. También
intervienen alumnos de grado en formacién y
para el desarrollo de sus respectivas tesinas.

Dos de los alumnos que intervienen han
obtenido Beca para las VVocaciones Cientificas,
del CIN; y dos resultaron favorecidos con el
Premio INTEL a la excelencia académica 2012
y 2013.
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Resumen

La complejidad creciente de la estructura y
la cantidad de datos presentes en un sitio web
determinado, torna necesaria la existencia de
herramientas para la  recuperacion de
informacion (RI), la cual se considera
pertinente y adecuada, para su posterior
analisis. En tal sentido los wrappers, programas
para extraccion de datos de la web, cumplen tal
funcion, y pueden ser generados, mediante
herramientas, en forma automatica o
desarrollados en forma artesanal (utilizando los
lenguajes de programacion python o perl, por
ejemplo). Los wrappers son los encargados de
transformar la informacion semi-estructurada
(presente en un sitio web) en informacion
estructurada, a través del lenguaje XML
(eXtensible Markup Language).

El caracter dinamico de los sitios web
posiblemente degrade la calidad de 1la
informacion  extraida por los wrappers,
programas que trabajan en base a ciertos
criterios, como ser color, posicion en la pagina,

fuente, tags, entre otros; los cuales pueden

cambiar por el dinamismo propio del sitio.

Los resultados del presente trabajo, van a
permitir establecer un criterio de evaluacion y
comparacion de las calidad de los datos
extraidos de un sitio web, a medida que este
presenta cambio y/o modificaciones.

Palabras clave: Extraccion de datos. Datos
semi-estructurados. Calidad de datos. Medidas

de calidad. Wrappers.

Contexto

El proyecto parte de un trabajo anterior
denominado  “Criterios de busqueda vy
extractores de datos aplicados en los portales de
Bibliotecas Digitales BTC y BDBComp”,
llevado a cabo por integrantes del grupo de
trabajo, en conjunto con el Departamento de
Ciencia da Computacao - Universidade Federal
de Minas Gerais — Brasil, en convenio con la
Universidad Nacional de San Luis — Argentina,
en el afio 2010.

El proyecto de investigacion se desarrolla
en la Facultad de Ingenieria, de la Universidad
Nacional de Jujuy, aprobado por Resolucion del

Concejo Superior 0167/12. El Proyecto posee

Categoria “B”, otorgado por la Secretaria de
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Ciencia y Técnica y Estudios Regionales,
dependiente de la Universidad Nacional de

Jujuy.

Introduccion

Internet es un gran repositorio de datos,
con altas tasas de crecimiento dia tras dia,
donde la informacion no mantiene un
lineamiento de estructura de datos estandar, y
no hay forma de manipularla y sobre todo se
hace dificil llegar a tener un control sobre ella,
en forma eficiente. Estos datos no pueden ser
restringidos a través de un esquema tradicional
y es conveniente contar con un formato de
estructura muy flexible para el intercambio de
datos entre bases de datos dispares [Buneman,
1997]. Los tipos de datos expuestos en la web,
son llamados Semi-Estructurados, ya que
tienen, como caracteristica principal, el poseer
una estructura implicita, donde la extraccion
de los mismos se hace en forma manual o en
forma automatica, a través de programas
denominados wrappers. Existen patrones para
la extraccion de datos, que determinan los
elementos relevantes a extraer, como ser el
tipo de fuente, el color, la localizacién dentro
de las paginas web, interpretacion de tags y
otras. Abiteboul [Abiteboul, 1997] determina
un nuevo abordaje para la especificacion de
patrones de extraccion de informacion de la
web.
A pesar de la existencia de nuevas

herramientas de busqueda en la web, el acceso
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a datos semi-estructurados sigue siendo
inadecuado, ya que no se cuenta con el uso de
estructuras de datos estdndar, y por lo tanto
diversas areas, relacionadas con la tematica de
Base de Datos, enfrentan nuevos desafios en la
revision de temas tradicionales como Ia
integraciéon de la informacion, modelos de
datos y lenguajes de consulta aplicados en el
contexto de la Web [Lima et al., 1999]. De
acuerdo con los casos de estudio planteados
por Florescu [Florescu et al., 1998], orientados
al gerenciamiento de la informacion en la
Web, en los cuales describe tres clases de
tareas: Extraccion e Integracion de la
Informacién; Modelos de datos y lenguajes de
consulta para la Web; y Construccion y
reestructuracion de Sitios Web.

Los wrappers son programas capaces de
reconocer y extraer objetos de interés dentro
de paginas o sitios web. Laender [Laender et
al., 2002] detalla una caracterizacion de los
diferentes tipos de extractores de datos, segin
la técnica principal utilizada para la generacion
de wrappers. El trabajo de Chang [Chang et
al., 2006] establece tres enfoques: la dificultad
de un extractor de informacion, la técnica
utilizada, y por ultimo, el esfuerzo del usuario
en el proceso de llevar dicho extractor a otro
dominio.

Los wrappers son responsables de
retornar los resultados extraidos en forma
estructurada, y para realizarlo pueden utilizar

el formato XML [Bray et al., 2000], pueden
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ser programados en lenguaje python, perl, u
otros lenguajes similares.

No solo se debe tener en cuenta la
extraccion de los datos de las paginas web y
completar, de esa manera, el nuevo repositorio
inicial de datos; sino también, y no es un tema
menor, verificar la calidad de la informacion
extraida, ya que la misma puede estar
incorrecta, o bien que los datos no sean
pertinentes de acuerdo a los temas de interés
buscados [Golpher et al., 2001]. Las
comparaciones para determinar la calidad de la
extraccion de datos pueden estar incorporadas
dentro del wrapper, o pueden ser aplicadas en
forma independiente sobre los resultados.
Podemos mencionar la que utilizan heuristicas,
o determinar la calidad a través de funciones
estadisticas, de induccion, de posicionamiento

de los objetos en las paginas origen y su

estructura u otras.

Lineas de Investigacion y Desarrollo
Las lineas de investigacion son:
* Aplicacion de Técnicas de
Recuperacion de Informacion.

* Estudio de problemas relacionados a la

consulta,

busqueda, extraccion,

modelado, almacenamiento,
transformacion e integracion de datos

disponibles en la web.

Se investigaran, en principio, diferentes
criterios de evaluacion de la informacion
extraida por los wrappers, y se dispondra de la

aplicacion de funciones y/o algoritmos que
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sirvan como patrones de evaluacion para los

resultados obtenidos.

Resultados y Objetivos

En el trabajo anterior “Criterios de
busqueda y extractores de datos aplicados en
los portales de Bibliotecas Digitales BTC
(Biblioteca de
BDBComp (Biblioteca Digital Brasileira de

Trabajos  Cientificos) y
Computacao)”, el grupo de trabajo desarrolld
un prototipo de extractores de datos en tiempo
real, el que extrae el 100% de los datos de las
paginas de un repositorio de datos, ademas se
efectud la clasificacion de la informacion y la
visualizacion de los resultados, generando
diferentes archivos con formato XML.

El equipo de investigacion se encuentra
desarrollando actividades de investigacion y
desarrollo en el diagnodstico, analisis y
descripcion de las herramientas que extraen
datos de la web. Como asi también se esta
trabajando en la busqueda, descripcion e
instalacion de herramientas, basadas en
software libre, para la extraccion de datos y asi
poder generar los wrappers, sobre un sitio
determinado.

Finalmente se procura establecer un estado
de la cuestion y analizar en detalle los procesos
de ejecucion de los wrappers y asi poder
comparar criterios de evaluacion de datos

extraidos de un sitio web.
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Formacion de Recursos Humanos

El proyecto de investigacion se encuentra
conformado por dos docentes investigadores
categorizados, tres alumnos y un egresado de la
carrera de Ingenieria Informatica, en proceso de
formacion, abocados en tareas de investigacion
y programacion.

En el presente afio, se realizaron diferentes
reuniones con alumnos y egresados interesados
en incorporarse al proyecto y se establecieron
lineas de investigacion para generar Proyectos
Finales, en la carrera de Ingenieria en
Informética de la Facultad de Ingenieria de la
Universidad Nacional de Jujuy.

Por otra parte el desarrollo de las tareas de
investigacion ha generado, en el afio 2012, un
anteproyecto de tesis en la Maestria en
Ingenieria de Software, de la Universidad
Nacional de San Luis.

Se prevee una mayor interaccion y
colaboracion con el Laboratorio de “Base de
Dados” de la Universidad Federal de Minas
Gerais, dirigida por el Prof. Dr. Alberto
Laender, de la Universidade Federal de Minas

Gerais, Brasil
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MINERIA DE DATOS APLICADA A LA CONSERVACION EX SITU DE RECURSOS
FITOGENETICOS DE SAN JUAN.
Karina Fernandez!, Carola Meglioli?, Radl Klenzit
'Departamento de Informatica. Facultad de Ciencias Exactas, Fisicas y Naturales.
Universidad Nacional de San Juan. Avda Ignacio de la Roza y Meglioli. Rivadavia.
2Area Conservacion de Recursos Fitogenéticos. Instituto de Investigacién y Desarrollo
Agroindustrial Horticola Semillero. Coll 3671 (oeste). Rivadavia (5407). San Juan.
karinaferh@ gmail.com; caromeglioli@yahoo.com.ar; rauloscarklenzi@gmail.com

Resumen:

La digitalizacion y posterior andlisis de
datos biolégicos es una actividad
creciente en la actualidad. En la presente
propuesta, se proyecta realizar tareas de
agrupamiento y clasificacion sobre los
datos pertenecientes al area de
conservacion de recursos fitogenéticos
del Instituto de Investigacion y Desarrollo
Agroindustrial Horticola Semillero
(INSEMI), de la provincia de San Juan.
Se trabajara con una herramienta
especifica de Mineria de Datos con
conectividad al banco de datos sobre los
recursos  fitogenéticos  conservados,
donde se evaluaran diferentes algoritmos
de  segmentacion, clasificacion y
visualizacion, que orienten la toma de
decisiones con respecto a: a) la
planificacion de las campafas de
recoleccion de recursos fitogenéticos, b)
el manejo interno de las colecciones en
cuanto al fortalecimiento de las mismas,
y €) su manipulacién posterior.

Contexto

La actividad de conservacion ex situ de
recursos fitogenéticos en la provincia de
San Juan, esta siendo fortalecida
mediante la ejecucion del Proyecto
“‘Desarrollo  competitivo del sector
semillero de la provincia de San Juan”, el
cual es financiado por el Banco Mundial y

con aportes locales en el marco del
Ministerio de Produccion y Desarrollo
Economico del Gobierno de la Provincia,
los cuales son administrados por el
Programa de  Servicios  Agricolas
Provinciales (PROSAP/BIRF 7597-AR).
Este proyecto se lleva a cabo con centro
en el Instituto de Investigacion vy
Desarrollo Agroindustrial Horticola
Semillero (INSEMI).

Por otro lado, en el ambito de Ia
Universidad Nacional de San Juan
(UNSJ), se encuentra en ejecucion el
Proyecto “Mineria de Datos en la
Determinacion de Patrones de Uso y
Perfles de  Usuarios (21/E889)",
financiado por CICITCA-UNSJ trienio
2011-2013, con el cual y atendiendo a la
temética abordada, existe la posibilidad
de un trabajo comun de fuerte
integracion. En este contexto se cuenta
con el aporte de la beca nacional TIC" s
otorgada a la Alumna Karina Fernandez,
periodo 2012/2013 para el estudio de
mineria de datos en la segmentacion y
clasificacion de un banco de
germoplasma.

En el corto plazo se contara ademas con
aportes del Ministerio de Ciencia,
Tecnologia e Innovacion Productiva
(MINCyT), para el fortalecimiento de las
bases de datos y para la formacién de
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recursos humanos, ya que el INSEMI ha
sido adherido al Sistema Nacional de
Datos Bioldgicos (SNDB — Res 05/12)

Introduccion

Se entiende por Recursos Genéticos, la
variabilidad genética acumulada en todos
los organismos vivos a lo largo de
millones de afios de evolucion
(REGENSUR, 2007). Entonces los
Recursos Fitogenéticos se definen como
cualquier material genético de origen
vegetal de valor real o potencial para la
alimentacion y la agricultura, y que
constituyen la materia prima utilizada por
los agricultores, por consiguiente resulta
fundamental su conservacion y el
mantenimiento para una produccion
agricola sostenible (FAO, 1996; UICN,
1980).

La documentacion de la informacion
recopilada y generada es fundamental
para la toma de decisiones sobre el
manejo de las colecciones en un centro
de conservacion de recursos y sobre su
valor de uso (Engels et al.,, 2007).
Ademas, el valor del germoplasma
conservado aumenta en la medida que
se conoce, de ahi la Importancia de una
adecuada documentacién de los datos
recopilados y generados (Rao et al.,
2007). El sistema de documentaciéon se
utiiza para la recuperacion, el
almacenamiento, el mantenimiento o la
actualizacion, procesamiento y analisis, e
intercambio de datos con otros centros
de conservacion (Rivera-Gutiérrez et al.,
2003).

El éxito de la revolucion digital y el
crecimiento de Internet aseguran que
grandes volumenes de datos de alta
dimensién, estan disponibles en todo lo
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gue nos rodea. Esta informacién se
mezcla a menudo, con la participacion de
diferentes tipos de datos tales como
texto, imagen, audio, voz, hipertexto,
graficos y componentes de video
entremezcladas unas con otras. Sin
embargo, a menudo la mayor parte de
estos datos no son de mucho interés
para la mayoria de los usuarios.
Descubrimiento de Conocimiento en
Bases de Datos (KDD) es un andlisis
automatico y exploratorio que permite el
modelado de depdsitos de datos de gran
tamafio. KDD es el proceso organizado
de identificar patrones validos,
novedosos, Uutiles y comprensibles a
partir de extensos 'y complejos
conjuntos. Data Mining (DM) es el nacleo
del proceso de KDD, que implica la
inferencia de los algoritmos que analizan
y modelan los datos, y permite descubrir
patrones previamente desconocidos y de
interés para los usuarios. Se trata de un
area de investigacion y desarrollo
interdisciplinaria que abarca diversos
dominios, y lejos de estar saturada, se
amplia con nuevas técnicas Yy
orientaciones (Mucherino A., y otros.
2009; O. Maimon O. Rokach L. 2010;
Witten, Frank, Hall, 2011).

El procesamiento de informacion basada
en mineria de datos, esta orientada a
analisis de atributos pertenecientes al
area de conservacion ex situ de recursos
fitogenéticos de San Juan. Se mantienen
colecciones de herbario y de semillas
tanto de especies nativas como también
de cultivos tradicionales, importantes
para la provincia. Este material genético
responsable de las caracteristicas de una
planta que se transmite de una
generacion a la siguiente, para el futuro
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beneficio de la humanidad vy del
ambiente.

En este contexto, contar con datos
digitalizados y wuna base de datos
actualizada, agil y de facil acceso, que
contenga informacion georreferenciada y
vinculante sobre los recursos
fitogenéticos de San Juan, resulta
ademas, una herramienta de alto valor,
dado que no se han encontrado aun en la
zona, instituciones que  generen,
mantengan y actualicen en forma
continua datos biolégicos.

Se plantea aplicar mineria da datos a los
diferentes registros colectados en el area
de conservacion de recursos
fitogenéticos de San Juan. Las tareas
principales radicaran en el uso de
algoritmos especificos que permitan
tareas de segmentacion y clasificacion de
datos  (Figuerola el al., 2005)
provenientes de las colecciones de
semillas de especies correspondientes a
la geografia de San Juan. Para ello se
hara uso de la herramienta de software
Rapid Miner cuya altima  version
disponible es la 5.3.005. Se trata de un
entorno de aplicacion de algoritmos de
aprendizaje de maquina y mineria de
datos, fécil de instalar y de ejecutar en
cualquier plataforma y sistema operativo.
Alli se pueden aplicar todos los pasos
involucrados en la mineria de datos
desde el pre-procesamiento hasta la
visualizacion de resultados al evaluar
diferentes estrategias de segmentacion,
clasificacion y reglas de asociacion
mediante una interfaz amigable (North
2012) y que se ofrece bajo una licencia
AGPL version 3.0 (software libre).

Se espera segmentar y clasificar datos
biolégicos provenientes de los Recursos
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Fitogenéticos conservados en San Juan
para obtener agrupaciones requeridas
para la planificacion, manejo,
regeneracion y  transferencia  del
germoplasma conservado.

Lineas de investigacion y desarrollo

El equipo de trabajo desarrolla dos
grandes lineas de trabajo: a)
Digitalizacion y analisis de datos en el
ambito de la conservacion de recursos
fitogenéticos locales, b) Mineria de
Datos.

Resultados y Objetivos

Los datos sobre los  recursos
fitogenéticos conservados se
encontraban 100% almacenados en
planillas de recoleccion y cuadernos de
campo, por lo que la primer tarea
correspondio a la digitalizacion de los
mismos para permitir posteriormente la
migracion de los mismos a una base de
datos adecuada y poder realizar los
analisis propuestos.

Hasta la fecha se ha logrado un elevado
porcentaje de la sistematizacion vy
posterior digitalizacién de la informacién
correspondiente a las colecciones de
semillas de la flora nativa, como asi
también de las colecciones de semillas
de los cultivos tradicionales. Estos
registros  son  caracterizados  por
aproximadamente 80 atributos
multivaluados. Estos datos han sido
categorizados en planillas Excel, a partir
de las cuales seran trasladados a la base
de datos que se establecera para el area
de conservacion de recursos
fitogenéticos del INSEMI y desde donde
la herramienta de aplicacion RM tomara
los datos, previa compatibilizacion en los
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tipos de datos asociados a los atributos,
que permita a su vez, viabilizar la
aplicacion de diferentes algoritmos de
segmentacion y clasificacion. Esto dltimo
esta iniciandose y los resultados que se
obtengan de estos andlisis definiran los
proximos pasos a seguir dentro del
ambito de la mineria de datos.

Figura 1

En la Figural se puede apreciar la lectura
realizada desde RM de una porcion de la
fuente de datos original excell. En esta
primer tanda de registros cargados se
observa la existencia de 80 atributos
entre los que figuran datos asociados al
personal de la campafa de recoleccion,
lugar fisico de ubicacién de los datos
originales, que si bien pueden ser de
suma importancia para la determinacion
de responsabilidades en el INSEMI
puede tener escasa importancia a la hora
comenzar con las tareas de
segmentacion y clasificacion. Por lo
expuesto anteriormente, el grupo de
trabajo esta en plena tarea de definicion
de atributos relevantes inherentes a la
etapa de preprocesamiento de DM.

Se proseguird con el relevamiento y el
analisis de las herramientas de software
y necesidades de hardware asociado, y
con la generacion de conocimiento
relevante de los datos que favorezca la
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toma de decisiones para el manejo de las
colecciones conservadas mediante la
aplicacion de herramientas especificas
de mineria de datos.

Formacion de Recursos Humanos

El equipo de trabajo estd formado por
investigadores del Departamento de
Informatica de la Universidad Nacional de
San Juan y del instituto de Investigacion
y Desarrollo Agroindustrial Horticola
Semillero (INSEMI), becarios y adscriptos
a los proyectos. También se cuenta con
apoyo de investigadores de INTA.

Tesis de posgrado en curso:
‘Acondicionamiento de semillas de
Poaceae nativas para su
aprovechamiento en la recuperacion de
suelos degradados en zonas aridas”.
Doctorado en Agronomia. Facultad de
Ciencias Agrarias, Universidad Nacional
de Cuyo (Mendoza). Alumna: Lic. Carola
Meglioli. Director: Dr. Carlos Parera.

Tesis de grado en curso:

Tras la carga de la totalidad de los
registros existentes en papel a formato
digital se llevara adelante el trabajo final
de grado: “Mineria de datos en la
segmentacion y clasificacién de un banco
de germoplasma”. Licenciatura en
Sistemas de Informacion. Departamento
de Informética. Facultad de Ciencias
Exactas, Fisicas y Naturales, Universidad
Nacional de San Juan. Alumna: Karina
Fernandez. Director: Mg. Raul Klenzi,
Codirector: Lic. Carola Meglioli.

Se pretende ademas, y en el maro de un
trabajo integrador de titulacion intermedia
de la carrera licenciatura en ciencias de
la  computacion, desarrollar una
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herramienta de software e interfaz
adecuada, que permita la carga directa
de la informacién durante la campafia de
recoleccion, en dispositivos tipo tablets o
celular avanzado a cargo del personal
afectado, logrando una mayor agilidad al
momento de carga y procesamiento de
datos
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Resumen

La proxima generacion de administradores
de bases de datos debera ser capaz de indexar
datos no estructurados (datos multimedia) y
responder consultas sobre estos datos con tan-
ta eficiencia como actualmente responden con-
sultas de buiisqueda exacta sobre bases de datos
relacionales. Si bien existen numerosas técni-
cas de indexacion disefiadas para esta proble-
matica, mejorar la eficiencia de las mismas es
de vital importancia. Nuestro 4&mbito de inves-
tigacion es el estudio de indices eficientes para
datos no estructurados.

1. Contexto

El presente trabajo se desarrolla en el &mbito
de la linea Técnicas de Indexacion para Datos
no Estructurados del Proyecto Tecnologias
Avanzadas de Bases de Datos (22/F014), cuyo
objetivo es realizar investigacion bdsica en
problemas relacionados al manejo y recu-
peracion eficiente de informaciéon no tradi-
cional.

2. Introduccion

Las bases de datos actuales han incluido la
capacidad de almacenar datos no estructura-
dos tales como imdgenes, sonido, texto, video,
datos geométricos, etc. La problemética de al-
macenamiento y busqueda en estos tipos de
base de datos difiere de las bases de datos
clasicas, dado que no es posible organizar
los datos en registros y campos, y aun cuan-
do pudiera hacerse, la busqueda exacta carece
de interés. Es en este contexto donde surgen
nuevos modelos de bases de datos capaces de
cubrir las necesidades de almacenamiento y
bisqueda de estas aplicaciones. Nuestro in-
terés se basa en el disefio de indices para estas
nuevas bases de datos, centrandonos en bases
de datos de texto.

Un base de datos de texto es un sistema
que mantiene una coleccion grande de texto,
y provee acceso rapido y seguro al mismo.
Sin pérdida de generalidad, asumiremos que
la base de datos de texto es un tUnico texto
T = ty,...,t, posiblemente almacenado en
varios archivos. Asumiremos que 7' esta for-
mado por simbolos de un alfabeto > de tamafio
o,donde t,, = $§ ¢ X es un simbolo menor en
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orden lexicografico que cualquier otro simbo-
lo de X, denotaremos con T;; a la secuencia
ti,...,tj,conl < i < j < n.UnsufijodeT
es cualquier string de la forma 75 ,, = ¢;, ..., ¢,
y un prefijo de 7' es cualquier string de la for-
maly; = ty,...,t; con¢ = 1l.n. Un patrén
de busqueda P = p; ... p,, es cualquier string
sobre el alfabeto .

Construir un indice sobre 7' tiene sentido
cuando 7' es grande, cuando las busquedas
son mds frecuentes que las modificaciones (de
manera tal que los costos de construccién se
vean amortizados) y cuando hay suficiente es-
pacio como para contener el indice. Un indice
debe dar soporte a dos operaciones bdsicas:
count, que consiste en contar el ndmero de
ocurrencias de un patrén P en un texto 7'y
locate, que consiste en ubicar todas las posi-
ciones del texto 7" donde el patrén de busqueda
P ocurre.

Entre los indices mds populares para texto
encontramos el arreglo de sufijos, el trie de
sufijos y el drbol de sufijos. Estos indices se
construyen basandose en la observacion de que
un patrén P ocurre en el texto si es prefijo de
algin sufijo del texto.

Arreglo de sufijos: un arreglo de sufijos
A[l,n] es una permutacién de los ndmeros
1,2,...,ntal que Ty n < Taji41),n » donde <
es larelacion de orden lexicografico [12]. Bus-
car un patrén P en 7" equivale a buscar todos
los sufijos de los cuales P es prefijo, los cuales
estaran en posiciones consecutivas de A.

Trie de Sufijos: un trie de sufijos es un Trie
construido sobre el conjunto de todos los su-
fijos del texto, en el cual cada hoja mantiene
el indice del sufijo que esa hoja representa
[18]. El trie de sufijos resuelve eficientemente
buisquedas de patrones en un texto basdndose
en la observacion anterior y utilizando la efi-
ciencia del Trie para resolver busquedas de
prefijos en un conjunto de string.
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Arbol de sufijos: un arbol de sufijos es un
Pat-Tree [4] construido sobre el conjunto de
todos los sufijos de 1" codificados sobre alfa-
beto binario. Cada nodo interno mantiene el
numero de bit del patrén que corresponde uti-
lizar en ese punto para direccionar la busque-
da y las hojas contienen una posicién del texto
que representa al sufijo que se inicia en dicha
posicion [18].

Mientras que en bases de datos tradicionales
los indices ocupan menos espacio que el con-
junto de datos indexado, en las bases de datos
de texto el indice ocupa mds espacio que el
texto, pudiendo necesitar de 4 a 20 veces el
tamafio del mismo [4, 12]. Una alternativa para
reducir el espacio ocupado por el indice es bus-
car una representaciéon compacta del mismo,
manteniendo las facilidades de navegacién so-
bre la estructura. Pero en grandes colecciones
de texto, el indice atin comprimido suele ser
demasiado grande como para residir en memo-
ria principal. Es por ello que el desarrollo
de indices comprimidos en memoria secun-
daria es un tema de creciente interés. Entre los
indices para texto en memoria secundaria mas
relevantes encontramos:

String B-Tree [3]: consiste basicamente en
un B-Tree en el que cada nodo es representa-
do como un Pat-Tree [4]. Este indice requiere
tanto para count como para locate O(™%2< +
log, n) accesos a memoria secundaria en el pe-
or caso, donde occ es la cantidad de ocurren-
cias de P en T'y b es el tamafio de paginas
de disco medido en enteros. No es un indice
comprimido y su version estdtica requiere en
espacio de 5 a 6 veces el tamafio del texto mas
el texto.

Compact Pat Tree [2]: representa un arbol
de sufijos en memoria secundaria y en for-
ma compacta. Si bien no existen desarrollos
tedricos que garanticen el espacio ocupado por
el indice y el tiempo insumido en resolver la
busqueda, en la practica el indice tiene un muy
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buen desempeiio requieriendo de 2 a 3 accesos
a memoria secundaria tanto para count como
para locate, y ocupando entre 4 y 5 veces el
tamafio del texto més el texto.

Disk-based Compressed Suffix Array
[11]: adapta el autoindice comprimido para
memoria principal presentado en [17] a memo-
ria secundaria. Requiere n(Hy + O(loglog o))
bits de espacio (donde H; < logo es la
entropia de orden k de T'). Para la operacion
count realiza O(mlog,n) accesos. Para la
operacion locate realiza O(logn) accesos lo
cual es demasiado costoso.

Disk-based LZ-Index [1]: adapta a memo-

ria secundaria el autoindice comprimido para
memoria principal presentado en [15]. Utiliza
8 n Hy(T) + o(nlogo) bits; los autores no
proveen limites tedricos para la complejidad
temporal, pero en la practica es muy competi-
tivo.

3. Lineas de Investigacion

Nuestra principal linea de trabajo es el es-
tudio de algoritmos de indexacion sobre bases
de datos no estructurados, centrandonos prin-
cipalmente en el disefio de indices para bases
de datos textuales. Describimos a continuacion
las lineas de investigacion que actualmente es-
tamos desarrollando.

3.1.

El Locally Compressed Suffix Array (LC-
SA) [5] es una técnica para compresion de
arreglos de sufijos. Un arreglo de sufijos A
construido sobre un texto 7' de longitud n es
compresible si 7" lo es. La entropia de or-
den k£ de T (Hy) se refleja en A forman-
do secuencias largas A[i, i + [], denominadas
pseudo-repeticiones que aparecen en otro lu-
gar A[j, j + [] con todos los valores incremen-

Locally Compressed SA
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tados en uno, es decir: A[j + s] = Ali + s] +
lcon0 < s <.

Si particionamos A en pseudo-repeticiones
de tamafio maximal, el numero de partes que
obtendriamos serfa a lo mds nHj, + o, para
algin k [16]. Esta propiedad ha sido usada por
varios autores para comprimir un arreglo de
sufijos A [9, 10]. E1 LCSA es un técnica para
compresion de arreglos de sufijos que consiste
en convertir las pseudo-repeticiones en repeti-
ciones reales, que luego son factorizadas usan-
do Re-Pair [8].

Re-Pair es un compresor basado en dic-
cionario que permite una rapida descompre-
si6n local usando solamente el diccionario. La
técnica consiste en encontrar el par de simbo-
los mas frecuente y reemplazarlo con un nuevo
simbolo. Podemos resumir el proceso realiza-
do por Re-Pair en los siguientes pasos:

1. Encontrar el par de simbolos ab mas fre-

cuente en 7.

2. Crear un nuevo simbolo s mayor que
cualquier simbolo en 7'y agregar al dic-
cionario R laregla s — ab.

3. Reemplazar en 7' toda ocurrencia de ab
por s.

4. Repetir hasta que todos los pares tengan
frecuencia 1 .

El resultado de este algoritmo de compre-
sion es el diccionario de reglas R mds una se-
cuencia de simbolos C' (simbolos originales y
nuevos) que es el texto 7' ya comprimido. No-
tar que podemos representar R en un vector
de pares de manera tal que la regla s — ab
esté representada en R[s — o] = a : b.

Cualquier segmento de C' puede ser rapi-
da y facilmente descomprimido de la siguiente
manera: para descomprimir C'[¢] primero veri-
ficamos el valor de C[i]. Si C|i] < o, entonces
es un simbolo original de 7', por lo tanto no
corresponde hacer nada mas. Caso contrario
obtenemos los simbolos que corresponden a
Ci] en R[C[i] — o] y los expandimos recursi-
vamente. Esto permite reproducir u caracteres
de T en O(u) unidades de tiempo.
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3.2. LCSA +CPT

Como mencionamos anteriormente, el Com-
pact Pat Tree (CPT) consiste en representar un
arbol de sufijos en memoria secundaria y en
forma compacta.

En [7] hemos presentado una modificacién
en el disefio del CPT que permite mantener
la representacion del arreglo de sufijos subya-
cente en el CPT separada de la representacion
del 4rbol propiamente dicho. Esto nos permite
reducir el espacio total requerido por el indice
comprimiendo dicho arreglo de sufijos. Para
ello estamos trabajando en la incorporacion de
la técnica LCSA en el CPT.

Como primer paso se deben disefiar los
algoritmos de construccién en memoria se-
cundaria. Para lograr algoritmos eficientes en
memoria secundaria es necesario que los mis-
mos tengan alta localidad de referencia. El al-
goritmo de construccion de LCSA tiene una
muy baja localidad de referencia dado que
recorre A usando la funciéon V¥, donde V[i] =
j si A[j] = A[i] +1. El algoritmo de construc-
cion del LCSA en memoria secundaria fue pro-
puesto en [6]. Alli se presenta el disefio de di-
cho algoritmo y el desarrollo de complejidad
del mismo, pero sin realizar la implementacion
y la evaluacién empirica del algoritmo. No hay
aun resultados experimentales sobre cémo se
comporta esta implementacion, por lo cual es
posible que ain requiera de ajustes para lograr
un rendimiento aceptable. En este momento
hemos finalizado la implementacion del algo-
ritmo de construccién del LCSA en memoria
secundaria encontrandonos en la etapa de eva-
luacién empirica del mismo.

3.3. String B-Tree

El String B-Tree(SBT) [3] es un indice
dindmico para busquedas de patrones en
memoria secundaria. Basicamente consiste en
una combinacién de dos estructuras: el B-Tree
y el Pat-Tree [4]. No es un indice comprimido
y su version estdtica requiere en espacio de 5 a
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6 veces el tamafio del texto.

Sobre el SBT el objetivo principal es lo-
grar una reduccién en el espacio utiliza-
do por el mismo manteniendo los costos de
bisquedas de la version original. Para ello, se
han disefiado e implementado dos variantes
que consisten en modificar la representacion
de cada nodo del 4rbol B subyacente. Una de
las variantes consiste en usar un Pat-Tree como
originalmente proponen los autores para los
nodos pero usando representacion de parénte-
sis para el mismo [13]. La otra variante con-
siste en representar cada nodo con la repre-
sentacion de arreglos propuesta en [14] que
ofrece las mismas funcionalidades que un Pat-
Tree pero que tienen las caracteristicas nece-
sarias como para permitir una posterior com-
presion de los mismos. Nos encontramos en la
etapa de evaluacion experimental de estas ver-
siones para su posterior ajuste de parametros.

4. Resultados Esperados

Se espera obtener indices en memoria se-
cundaria eficientes, tanto en espacio como en
tiempo, para el procesamiento de consultas en
bases de datos textuales. Los mismos serdn
evaluados tanto analiticamente como empiri-
camente.

5. Recursos Humanos

El trabajo desarrollado en esta linea forma
parte del desarrollo de un Trabajo Final de la
Licenciatura, dos Tesis de Maestria y una Tesis
de Doctorado, todas ellas en el ambito de Cien-
cias de la Computacion en la Universidad Na-
cional de San Luis.
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CONTEXTO

Esta presentacion corresponde al Subproyecto
“Sistemas Inteligentes” perteneciente al
Proyecto  “Procesamiento  paralelo vy
distribuido. Fundamentos y aplicaciones en
Sistemas Inteligentes y Tratamiento de
imagenes 'y video” del Instituto de
Investigacion en Informatica LIDI.

RESUMEN

Esta linea de investigacion se centra en el
estudio y desarrollo de estrategias adaptativas
aplicables a la Mineria de Datos.

Se han desarrollado distintas metaheuristicas
que permiten obtener reglas y listas de
clasificacion, capaces de operar sobre datos
numéricos y categoricos, a partir de datos
estructurados etiquetados.

Se han analizado distintas técnicas no
supervisadas para identificar las
caracteristicas mas importantes de la
desercion universitaria en base a la
informacion de la UNRN.

Se estd comenzando a trabajar con técnicas
que operan con informacién no estructurada
aplicables a la caracterizacion y clasificacion
de documentos.

Palabras clave: Mineria de Datos, Mineria de
Textos, Reglas de Clasificacién. Redes
Neuronales. Hiper-rectangulos. Técnicas de
Optimizacion.
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1. INTRODUCCION

En el Instituto de Investigacion en
Informéatica LIDI se estd trabajando, desde
hace varios afios, en la resolucion de
problemas pertenecientes al area de Mineria
de Datos utilizando Sistemas Inteligentes.

Se han desarrollado diferentes técnicas de
extraccion de conocimiento  utilizando
diferentes herramientas inteligentes como las
redes neuronales, la légica difusa y las
metaheuristicas de algoritmos genéticos y
optimizacion por cimulo de particulas.

Todas las técnicas desarrolladas trabajan
sobre bases de datos estructuradas generando
modelos en forma de reglas de clasificacién o
de asociacion. En estos ultimos meses se ha
comenzado a trabajar con informacion no
estructurada como el analisis semantico para
la clasificacion de documentos.

A continuacion se detallan brevemente los
avances realizados Gltimamente.

1.1. Obtencién de reglas a partir de
hiperrectangulos

Se ha desarrollado una técnica adaptativa,
denominada CLUHR [5], que permite extraer
conocimiento de grandes bases de datos a
partir de un modelo dinamico capaz de
adaptarse a los cambios de la informacion.

Esta técnica utiliza hiper-rectangulos, una
poderosa forma de representacion de datos,

2 Becario Post-doctoral (CONICET) — Jefe de Trabajos Practicos - Facultad de Informatica. UNLP

% Profesor Adjunto — Facultad de Informatica — UNLP.
* Profesor Adjunto UNRN.

% Jefe de Trabajos Practicos SD - Facultad de Informatica. UNLP

® Becario CIN. Ayudante Diplomado - Facultad de Informética. UNLP
" Becario I11-LIDI. Adscripto a catedra - Facultad de Informatica. UNLP

8 Jefe de Trabajos Practicos DE. Facultad de Ingenieria. UNPSJB.

® Calle 50 y 120 - 2do Piso, (1900) La Plata, Argentina, TE/Fax +(54) (221) 422-7707. http://weblidi.info.unlp.edu.ar

PAGINA - 199 -



XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION

por su capacidad para describir de manera
casi natural el subconjunto de datos al cual
representa. Esto se debe a que los limites de
cada hiper-rectangulo pueden ser utilizados
como clausulas en las reglas del tipo IF-
THEN que resulten del proceso de extraccion
de conocimiento.

La estrategia propuesta comienza con un
conjunto de hiper-rectangulos definidos a
partir de los datos iniciales. Luego, en un
proceso iterativo, se van eliminando
superposiciones de acuerdo a los valores
tomados por un conjunto de indices
especialmente disefiados para este efecto.
Como resultado de este proceso, los hiper-
rectangulos cambian de tamafio o se dividen.

Este proceso de optimizacion continGa hasta
minimizar (o anular) el volumen de
interseccion  entre  hiper-rectangulos  de
distintas clases. Finalmente se generan las
reglas que resultan de los distintos hiper-
rectangulos conseguidos.

La gran desventaja de CLUHR es que solo
trabaja con atributos numéricos. Se ha
desarrollado una mejora a esta técnica que
incluye el tratamiento de atributos nominales.
Esta mejora resulta en una técnica mas
poderosa denominada CLUIN [6].

Ambas técnicas, para llevar a cabo el armado
del modelo de datos, deben tomar muchas
decisiones. La decision de que superposicion
resolver es decidida mediante el célculo de
los indices de superposicion. Todas estas
decisiones se configuran en forma previa al
armado del modelo permitiendo que el
algoritmo opere automaticamente.

Sin  embargo, ambas  técnicas  son
completamente flexibles permitiendo su
ejecucion de manera semi-automatica o
manual. Un experto puede intervenir en el
proceso de obtencion del modelo decidiendo
ciertos aspectos claves del armado del mismo,
logrando un resultado més acorde al problema
presentado.

Otro aspecto importante de las técnicas
desarrolladas es que presentan un
comportamiento adaptativo, los nuevos datos
gue se ingresen al modelo de datos, causan la
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modificacion de la estructura interna del
modelo, evitando que el modelo no deba
rehacerse nuevamente utilizando el conjunto
de datos completo. Una vez actualizada la
estructura interna del modelo se actualiza el
conjunto de reglas existentes.

1.2. Obtencion de reglas a partir de
técnicas de optimizacion

Esta linea de investigacion esté centrada en la
obtencion de reglas de clasificacion, del tipo
IF-THEN, a partir de redes neuronales y
técnicas de optimizacion.

En especial se estudian metodos de clustering
y clasificacion de patrones que permitan
identificar, de una manera no supervisada,
aquellos  atributos relevantes para el
problema. Dichos atributos seran
especialmente considerados en el momento de
construir el antecedente de la regla.

Este tipo de estrategias fueron utilizadas
previamente en [11] para medir la relevancia
de los términos mas utilizados en un conjunto
de e-mails. Sin embargo, las técnicas de
agrupamiento no poseen la capacidad de
seleccionar atributos. Dado que sdlo operan
con informacion numérica pueden utilizarse
para obtener medidas de tendencia central
para cada grupo a partir del conjunto de datos
asociado. Esto ultimo no implica el proceso
de seleccion.

Como forma de identificar cuales de los
atributos son relevantes para la construccion
de la regla, se investigan distintas variantes de
optimizacion por cumulos de particulas.
Interesa especialmente el control adecuado de
la velocidad ya que se relaciona directamente
con la precision de la respuesta obtenida.

Los resultados de esta investigacion han dado
lugar a una estrategia adaptativa capaz de
generar una lista de reglas de clasificacion
reducida operando con atributos nominales y
numeéricos. La misma se basa en la
combinacion de una red neuronal SOM [7] y
una técnica de optimizacion poblacional. Las
reglas obtenidas se caracterizan por su
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simplicidad y facilidad de interpretacion dado
que poseen pocos atributos en su antecedente.

Los resultados de esta investigacién han sido
publicados en [12]

1.3. Mineria de Datos en Educacién

La aplicacion de técnicas de Mineria de Datos
en el ambito educativo ha permitido
caracterizar a los distintos actores que
intervienen en los procesos de
ensefianza-aprendizaje [10].

En el 11I-LIDI, se trabaja en este tema desde
2008. Las investigaciones realizadas han
permitido evaluar la pertinencia y calidad del
material desarrollado para un curso dado [4]
[8]. También se estudiaron técnicas aplicables
a la modelizacion del estudiante en lo referido
a su proceso de aprendizaje [1] [9].

Actualmente, uno de los temas que mas
preocupa a las distintas unidades académicas
es la desercion universitaria. Por tal motivo,
se han estudiado distintas técnicas de
modelizacién no supervisadas encontrando
que las Redes Neuronales ofrecen una buena
caracterizacion de los datos del problema. Se
ha trabajado a partir de la informacion de los
alumnos de la UNRN recolectados a través
del sistema SIU-Guarani exceptuando todos
los datos sensibles del alumnado (DNI,
Apellido y Nombre, nombre de los padres,
etc).

Se realizd un preprocesamiento importante de
la informacién que dio lugar a la vista
minable. Luego a partir de distintos procesos
de clustering basados en redes neuronales se
identificaron las caracteristicas mas relevantes
del problema llegando a la conclusion que la
situacion socio-economica del alumno tiene
una fuerte incidencia en su permanencia en el
ambito universitario. Esto permitié demostrar
también que las técnicas elegidas se adaptan
al objetivo planteado.

Los resultados de esta investigacién fueron
presentados en [3]
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1.4. Mineria de Textos

La Mineria de Textos posee los mismos
objetivos generales que la Mineria de Datos
pero opera sobre colecciones de documentos
de texto no estructurado. Las tareas que
habitualmente se llevan a cabo pueden
dividirse basicamente en las siguientes
categorias: agrupamiento de documentos,
categorizacion, clasificacion y asociaciones
de conceptos [2].

Esta linea de investigacion tiene su eje central
en el estudio y aplicacion de distintos
métodos de representacion de documentos asi
como de distintas técnicas adaptativas
aplicables en la resolucion de problemas de
agrupamiento y categorizacion.

Por el momento se ha utilizado el enfoque
convencional basado en la generacion de un
diccionario de palabras y mediante distintas
herramientas de visualizacion se han
representado las relaciones mas relevantes.

A futuro, interesa representar la relacion
semantica entre los términos que componen
un mismo documento. Esto ayudaria a
reforzar su importancia a la hora de buscar
similitudes brindando mejores resultados.

2. TEMAS DE INVESTIGACION Y
DESARROLLO

= Investigacion de nuevos indices de
superposicién de hiper-rectangulos con el
objetivo de obtener mejores resultados
ante problemas especificos.

= Estudio de técnicas de simplificacion de
modelos  basados en reglas de
clasificacion.

e Estudio de distintas variantes de PSO
capaces de controlar adecuadamente la
velocidad con la que se mueven las
particulas.

e Analisis de las limitaciones de PSO para
operar sobre datos nominales.
Identificacion de las zonas maés
prometedoras del espacio de busqueda
utilizando SOM.
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Estudio de distintas técnicas de
preprocesamiento aplicables a Mineria de
Textos.

Estudio, andlisis y comparacion de
diferentes técnicas de visualizacion.

Estudio y desarrollo de métodos para la
identificacion de los atributos mas
relevantes de un conjunto de datos.

Estudio de técnicas de agrupamiento
aplicables a informacion numérica y
categorica.

3. RESULTADOS OBTENIDOS/
ESPERADOS.

Desarrollo de una técnica de extraccién de
conocimiento que opera sobre bases de
datos con atributos numéricos 'y
nominales.

Desarrollo de técnicas capaces de adaptar
su estructura interna ante la llegada de
nuevos datos.

Desarrollo e implementacion de una
representacion para PSO de una regla de
clasificacion que incluya atributos
numéricos y nominales.

Desarrollo e implementacion de un nuevo
método capaz de obtener una lista de
clasificacion formada por un nudmero
reducido de reglas sencillas que operan
tanto sobre atributos numeéricos como
nominales a partir de la combinacion de
una red SOM con una metaheuristica
basada en cimulo de particulas.

Desarrollo de una prueba de concepto que
arroja informacion preliminar relevante
respecto a la problematica del abandono.

Descripcion del perfil de los estudiantes
aportando informacién atil en relacion a
su composicién socio-econémica y su
permanencia en el ambito universitario.

Desarrollo de una herramienta para
caracterizacion y  clasificacion  de
documentos.
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4. FORMACION DE RECURSOS
HUMANOS

Dentro de los temas involucrados en esta
linea de investigacion se ha finalizado una
tesis de doctorado y se estan desarrollando
actualmente 2 tesis de doctorado, 2 de
maestria y al menos 3 tesinas de grado de
Licenciatura. También participan en el
desarrollo de las tareas becarios y pasantes
del 11-LIDI.
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Sistema de Informacion Geografica en la Web
para el Problema de Ruteo de Vehiculos

de San Pedro M.E., Lasso M., Seron N.,
Carrizo, A., Montenegro C., Burgos E., Ramos L.
Laboratorio de Tecnologias Emergentes (LabTEm)
Unidad Académica Caleta Olivia

Universidad Nacional de La Patagonia Austral
e-mail: {edesanpedro, mlasso, nseron, acarrizontenegro}@uaco.unpa.edu.ar;
edubual@gmail.copntamosluis_1@hotmail.com

logistico basado en el Problema de Ruteo de

Resumen Vehiculos, en el marco del programa de
En este proyecto se abordan dos tematicas desdelnvestigacion en Ciencia y Tecnologia de la

diferentes ambitos de investigacion y desarrokp; s  Universidad Nacional de la Patagonia Austral; & qu
plantea como objetivo, el estudio de las herraraent Seé estd desarrollando en el Laboratorio de
tecnolégicas para lograr la integracion entre &,SI  Tecnologias Emergentes (LabTEm), de la Unidad
la informacion logistica del Problema de Ruteo de Académica Caleta Olivia, donde el objetivo general
Vehiculos (VRP), los modelos mateméticos y €s la investigacion y el desarrollo en nuevas
técnicas metaheuristicas de optimizacion que tecnologias basadas en Sistemas Inteligentes y
permita resolver los problemas de ruteo de Software Libre.

vehiculos. Actualmente se esta trabajando en el estudio de

En la actualidad existen innumerables herramientas que permitan utilizar GIS basados en
aplicaciones de software basadas en web, que Web, analizando las diferencias entre Gis Inteynet
intercambian informacion. Existe un alto grado de Gis Convencional, cuales son las herramientas Gis
crecimiento de aplicaciones de software basadas en Basadas en Web, y los lenguajes de programacion
Web, por sobre las aplicaciones de escritorio. para tal fin.

Los Sistemas de Informacion Geografica (GIS)
no son la excepcion a esta tendencia. Son sistemas .,
de Informacibn para capturar, almacenar, Introduccion
comprobar, integrar, manipular, analizar y presenta
eficientemente todas las formas de informacién
georeferenciada.

El amplio crecimiento del uso de la Web afecta
a los GIS, en el sentido de un mayor requerimiento
de Informacion Geografica. Esto se debe a que la
Palabras clave: Sistema de Informacion Informacion no geografica que obtenemos a traves

Geografica, Metaheuristicas, Optimizacion de de la Web, posee una relacién implicita o explicita

recorridos, Problema de Ruteo de Vehiculos con datos geograficos.
Las aplicaciones GIS basadas en Web, son
sistemas de Informacién geografica equivalentes en
Contexto cuanto a prestaciones y posibilidades de un Gis de
Escritorio. La informacion geogréfica se encuentra

_Esta linea de Investigacion comienza como una en Servidores Remotos y no en la computadora del
actividad de Vinculacion Tecnoldgica entre la syario.

Universidad y la Municipalidad de Caleta Olivia ) ]
[Ser6n et al. 2008], y continué en el marco de la En Gis Web se accede a los datos a través de

convocatoria a becas de innovacion tecnolégica que &lgun Web Browser, es decir el Navegador Web se
ofrece todos los afios la Fundacion del Banco Santa transforma en la principal via de visualizacion de
Cruz, a las cuales se ha podido acceder en dos informacion geografica.
oportunidades [de San Pedro et al. 2009], [Seron et En numerosas ocasiones necesitamos conocer
al. 2010a], [Seron et al. 2010D]. informacion relacionada a distancias entre sitios,
Con el objetivo de continuar en esta linea, se localizacion de servicios entre otros. Para resolve
present6 el Proyecto de Investigacion, Sistema de €Stos requerimientos los mapas son de una gran
Informacién Geogréfica integrado con un sistema
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utilidad, convirtiéndose en una herramienta de ya sean clientes Web ligeros, o programas GIS

relevancia en la toma de decisiones.

En la actualidad se acentla el uso de GIS Web,
en el andlisis y consultas de grandes volimenes de
informacion geografica. Ademas resuelven las
consultas geograficas en lapsos cortos de tiempo.

Herramientas Gis Basadas en Web

Actualmente varias empresas de GIS ofrecen
productos comerciales basados en el Web. A su vez
existe un amplio nimero de Aplicaciones GIS Web
de Software Libre.

Algunos productos comerciales que podemos
mencionar son los siguientes:

ESRI:Arc IMS (Internet Map Server)

Desarrollado especificamente para distribuir
Servicios GIS en la Internet, ArcIMS esta disefiado
para crear servicios de geoprocesamiento, disefia
paginas Web para los clientes y administrar los
recursos realizando balanceo de cargas. ArcIMS
opera en una ambiente distribuido compuesto por
recursos informaticos repartidos entre los cliegtes
los servidores que permiten un mMaximo
aprovechamiento de los recursos. Tipicamente un
cliente envia un requerimiento al servidor, este
accede a las bases de datos, genera el analisitérep
y devuelve la informacion al cliente en forma de
mapas, datos tabulares y graficos de facil
comprension.

r

ERDAS Image Web Server

Una aplicacion especializada de alta velocidad
que distribuye eficientemente cantidades masivas de
imagenes geoespaciales a miles de usuarios, en un
solo servidor. Solucionando problemas de
congestion de infraestructura tradicionalmente

asociados con el despliegue de grandes cantidades

de informacién de imagenes, los usuarios tienen
acceso a la informacion que necesitan rapidamente

Algunos Proyectos GIS Web de Software Libre:

Map Server

Es una aplicacion servidor de Codigo Abierto
que te permite publicar imagenes de mapas
geograficos y datos vectoriales a través de Interne

Alov Map

Es una solucion basada en Java con la que crear
aplicaciones cartogréficas, libre y sin costo,
destinadas a la web.

GeoServer

Es un Servidor Web que permite servir mapas y
datos de diferentes formatos para aplicaciones Web,

desktop.

OpenLayer

Es un framework JavaScript que permite incluir
mapas georeferenciados en cualquier pagina web.

Aunque estos GIS basados en el Web parecen
ser similares se basan en diferentes arquitecturas
bases de datos, plataformas, formatos de datos y
diferentes metodologias como CGI (Common
Gateway Interface),Plug.-ins, html extendido y Java

El problema de un formato estandar de

almacenamiento.

Sin embargo a pesar de las diferencias
mencionadas anteriormente, el problema mas comuin
que se tiene en el campo de los GIS es la existenci
de diferentes formatos para almacenar datos
geograéficos, lo que dificulta el intercambio de la
informacion geografica.

Establecer un formato estandar de
almacenamiento permitira un mayor acceso a la
informacion de diferentes GIS sin la necesidad de
contar con algin producto en especial, sobre tado e
el contexto de Internet.

Esfuerzos de este tipo son llevados a cabo por
comités como el Consorcio OPEN GIS (Open
Geospatial Intereoperability Specification
Consortium, o OGC).

Sin embargo actualmente muchos de los datos
de un GIS son almacenados en sistemas de archivos
0 bases de datos con formatos especifico y solo a
través del respectivo GIS es posible consultar y
analizar los datos, como consecuencia los usuarios
no pueden utilizar un solo producto GIS para tener
acceso a todos los datos que deseen, lo que resulta
en un alto costo si se adquiere alguno o varios
productos GIS.

Otro problema que se tiene es el tiempo que se
requiere para conocer y entender algin producto
especifico, ademas del tiempo y los recursos que se
utilizan para instalar y configurar cada producto.

El problema aumenta en Internet ya que existen
datos geograficos distribuidos en todo el mundo,

almacenados con  diferentes formatos vy
administrados por diferentes GIS.
Java gana aceptacion

Para resolver el problema mencionado

anteriormente un niamero considerable de Applets de
Java y Software relacionado con los GIS han
empezado a emerger en la Web recientemente. El
rango va desde Applets simples, inmaduras y
experimentales hasta aplicaciones complejas.
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En este campo, Java ha ganado una rapida
aceptacion como un Lenguaje de Programacion
Web, por su independencia de plataforma y
programacion orientada a objetos. Aunque muchas
de las Java Applets, son hechas principalmentd en e
campo de la investigacion, con el objeto de resolve
problemas que aparecen durante investigaciones.

Los SIG tienen dos componentes
fundamentales: a) Un modelo de datos en el que se
almacenan las caracteristicas de los objetos
geograficos, de manera similar a como se almacenan
en una base de datos convencional, junto con
informacion  posicional (coordenadas) y las
relaciones entre los distintos objetos, b) Una
coleccién de funciones que nos permiten interragar
la base de datos y obtener respuestas, ya seaen ba
a listados o a imagenes (mapas).

Una caracteristica esencial de los SIG, es que
intentan capturar en su modelo, datos de la raglida
y no una imagen determinada de ésta. [Rubio
Barroso 1997]

Los datos (en este caso datos espaciales), son
uno de los elementos méas importante en un SIG, por
esto es imprescindible conocer cuales son los tipos
de datos caracteristicos en estos sistemas.

Por otro lado, los problemas de ruteo de
vehiculos o de distribucién fisica de mercancias
desde almacenes a clientes aparecen en la li@ratur
cientifica como Vehicle Routing Problems, mas
cominmente como VRP. También se puede
encontrar, aunque en menor medida, referencias
como Vehicle Scheduling Problems. En términos
generales, un problema de rutas de vehiculos
consiste en determinar las rutas de un conjunto (o
flota) de vehiculos que deben iniciar un recoriigo
finalizarlo) en los almacenes (0 depositos) para
atender la demanda de servicio de un conjunto
disperso de clientes sobre una red. En la litesatur
algunos autores han intentado clasificar y singalifi
la gran variedad de posibles problemas, como por
ejemplo los criterios propuestos por [Bodin y
Golden, 1981] y [Desrochers et al. 1990]; que
intentan reflejar y ordenar las principales
caracteristicas en aspectos como: el almacén, la
flota, la demanda, el servicio y el objetivo a
alcanzar. Esta clasificacion de los problemas, ha
facilitado tanto el desarrollo de modelos
matematicos y estrategias de resolucién, como la
toma de decisiones por parte de las empresas

Uno de los primeros estudios que trataron el
problema de ruteo de vehiculos se remonta al afio
59, en este trabajo Dantzing y Ramser [Dantzing &
Ramser,1959] tratan un problema de despacho con
camiones, que surge como una generalizacién del
problema clasico del agente viajero (TSP) en el que
un vendedor tiene que visitar una serie de clientes
una sola vez, para luego volver al lugar de partida
construyendo una camino hamiltoneano sobre el
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grafo constituido por los clientes (vértices) y los
caminos posibles entre un cliente y otro (aristak).
VRP tiene por objetivo encontrar las rutas que
recorran cada uno de los vehiculos (ubicados en un
depésito) de manera que se satisfagan los
requerimientos de los clientes, las restricciones
operativas y se minimice el costo total de trartgpor

En la historia reciente del VRP ha habido una

evolucion constante en la calidad de las
metodologias resolutivas  utilizadas en este
problema, pertenecientes tanto al campo de

investigacion exacto como al heuristico. De todas
formas, dada la dificultad del problema, ningin

método exacto conocido es capaz de encontrar el
Optimo para instancias que contengan mas de 50
clientes [Golden et al. 1998].

Una recopilacibn de técnicas exactas de
solucién existentes para los problemas de ruteo de
vehiculos puede encontrarse en [Laporte 1992]. No
obstante, los de gran dimensién resultan imposibles
de solucionar en tiempo polinomial, por lo que el
VRP es un problema NP-hard [Machado et al. 2000]
y [Olivera 2004], donde no es posible alcanzar una
solucién éptima y dependiendo de las caractersstica
especiales de clientes, locaciones y
producto/servicio, requiere la elaboracién de una
metodologia de solucion especifica con la cual se
aproxime lo mejor posible al 6ptimo. Debido a estas
razones y a la relevancia practica del VRP se han
propuestos varias soluciones a este problema
haciendo uso de heuristicas y metaheuristicas.
Algunos ejemplos incluyen Tabu Search [Cordeau
1997], Simulated Annealing [Osman 1993], Ant
Colony [Bell & McMullen 2004], Algoritmos
Evolutivos [Béker & Ayechew 2003], [Xu et al.
2005], entre otras.

Con el proposito de poder integrar las
tecnologias que brindan los sistemas de informacién
geografica, con diferentes metaheuristicas para

resolver problemas de optimizacién, existe
actualmente un grupo de desarrollo en la
Universidad Politécnica de Valencia,

http://[personales.upv.es/arodrigu que aborda esta
probleméatica a través de wuna herramienta
informatica donde el objetivo esta planteado para
facilitar la resolucion de problemas reales deafiot
de vehiculos capacitados (CVRP), el calculo de
rutas, y su gestion. Aqui se integran inteligentame
tres elementos: el SIG, la informacién del sistema
logistico (VRP-XML), los modelos matematicos y
técnicas de optimizacibn combinatoria que
conjuntamente permiten resolver los problemas de
rutas para flotas de vehiculos, [Toth et al. 2001].

El éxito en la gestién logistica depende de la
capacidad de integracion (informacion y sistemas,
proveedores y clientes, recursos y decisiones). etc.
Por ello, el proyecto desarrollado en la Univerdida
de Valencia, ha prestado especial interés a la
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integracion necesaria para la optimizacion del (prestadora de servicios de telecomunicaciones e
transporte, la toma de decisiones y la gestion de Internet en Caleta Olivia y Cafiadén Seco).

flotas. s
En cuanto a la relaciéon del proyecto con las

Para el modelado, resolucién y analisis de este actividades de Formacion de Grado, se propone su
tipo de problemas, es necesario gestionar una vinculacibn con los espacios curriculares,
enorme cantidad de informacién: datos sobre las Programacion, Modelos y Simulacién, Sistemas

caracteristicas de la flota de vehiculos, los Hate Inteligentes Artificiales. Ademas de promover la
ruta, los cargamentos, depésitos y retiros, generacion de espacios donde los alumnos puedan
informacion geografica, las restricciones, la fonci desarrollar sus proyectos finales de la carrera

objetivo, etc. Tal y como se explica en [Rodriguez Ingenieria en Sistemas.

2006], se trata de una estructura de etiquetas VRP-

XML que define los elementos de un documento que

facilita el intercambio de datos en el contextdate Formacion de Recursos Humanos
VRP. El médulo VRP-XML se enlaza facilmente ) . .
con la planificacion de recursos empresariales Un integrante se ha incorporado como becario
(ERP), compartiendo datos de: clientes, servicios y alumno con el objetivo de seguir expandiendo esta
6rdenes de trabajo, informacién sobre costos de linea en la comunidad de la UACO.

operaciones, disponibilidad e informacion sobre los Un integrante, actualmente cursando la Maestria
recursos logisticos (flota de vehiculos), franjas en |nformatica y Sistemas de la UNPA, ha

horarias y otro tipo de restricciones. Ademas este comenzado a definir su plan de tesis en temassafine
tipo de problemas son dinamicos y cambian en el g |og propuestos en el proyecto.

tiempo, sus datos deben de estar soportados por una )
estructura flexible, capaz no sélo de atender tal  Dos alumnos de la carrera Ingenieria en
cantidad de informacién segin los actuales Sistemas, estan en proceso de definicion de su plan
requerimientos de la empresa, sino también los de tesis para el desarrollo del Proyecto Final para
futuros del sistema logistico (ampliacion del nimer ~ obtener su fitulacion, en tematicas que estarian
de clientes, de la flota de vehiculos, nuevas orientadas a las propuestas como lineas de désarrol

restricciones, etc.). en este proyecto.
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CODIFEXA — Colecciones Digitales para Exactas
Prog. Luis Alberto Olguin; Mag. Raul Oscar Klenzi
Instituto de Informatica — Departamento de Informatica
Facultad de Ciencias Exactas, Fisicas y Naturales
Universidad Nacional de San Juan
lolguin@iinfo.unsj.edu.ar; rauloscarklenzi@gmail.com

Resumen

La  construccion  de  repositorios
institucionales  (RI) por parte de
facultades de universidades argentinas es
cada vez mas significativa, pero para que
este tipo de emprendimientos —
generalmente con presupuestos ajustados
— tenga sustentabilidad en el tiempo es
necesario ‘“mostrar que es util” para la
institucion - los docentes en particular -
en el sentido que permite aumentar la
visibilidad de la produccion cientifica
local y por ende el impacto entre sus
pares.

El proyecto que aqui describimos,
Colecciones Digitales para la Facultad de
Exactas (CODIFEXA), es el resultado del
trabajo interdisciplinario de informaticos
y bibliotecarios cuyo objetivo es sentar
las bases para construir un RI para la
Facultad de Ciencias Exactas de la
Universidad Nacional de San Juan
siguiendo la premisa de que en este tipo
de emprendimientos “el centro de
atencién no es la tecnologia, sino en las
actividades humanas que se sirven de la
tecnologia”.

Contexto

Este trabajo se enmarca en las actividades
previstas en los proyectos “Mineria de
Datos en la determinacion de perfiles de
uso y perfiles de usuarios” (Codigo
21/E889) y “Colecciones Digitales para la
Facultad de Exactas” (Codigo 21/E903),
ejecutados por el Instituto de Informatica
y el Departamento de Informatica de la
Facultad de Ciencias Exactas, Fisicas y
Naturales de la Universidad Nacional de
San Juan.

Estos proyectos fueron aprobados durante
la convocatoria para la ejecucion de
proyectos bianuales realizada  por
CICITCA-UNSJ (2011-2012).

Introduccién

El concepto de  objeto digital esta
presente en una abundante bibliografia.
Testa 17 indica que se trata de un conjunto
de “informacion nacida en soportes
fisicos que ha sido digitalizada y también
documentos nacidos en formato digital”.

El conjunto de estos objetos digitales,
generados por una misma institucion y
organizados de manera eficiente,
conforma un repositorio institucional
(RI), cuyo objetivo es la mejora en las
posibilidades de encontrabilidad,
recuperacion y lectura por parte de otros.
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Comenzar con la implementacion de un
RI no es tarea trivial. Murrayp; indica la
importancia de entender que es “a system
of people, practices, values and
technologies in a particular local
environment”.

El “sistema de personas” lo conforman
autores,  estudiantes,  bibliotecarios,
lectores y “web surfers”. Las “practicas”
se enmarcan en las acciones de auto-
archivo, publicacion, difusion,
almacenamiento, leer, descargar. Los
“valores” son los que se asocian al libre
acceso a la informacion, la comunicacion
académica, la  difusion de la
investigacion. Por Gltimo, las
“tecnologias” se asocian al software a
utilizar en el RI, los formatos de archivos,
metadatos aplicados, la posibilidad de
“cosecha” por parte de otros repositorios.

Segln cita Tramullass, los RI “se van
convirtiendo progresivamente en los
lugares en los que numerosas
organizaciones almacenan y difunden el
resultado de sus actividades. La
importancia de este tipo de recursos de
informacion comienza a considerarse
como estratégica”.

Al igual que en muchos casos en
Argentina, se decidio el estudio de
software libre para la implementacion de
RI1 en lugar del desarrollo de una solucion
propia. En la actualidad ya no se piensa
que estos software son desarrollos
especificos para cada unidad sino que por
el contrario se sustentan en equipos de
desarrollo  fuertes, sostenidos  por
instituciones o proyectos que permiten
asegurar el financiamiento necesario para
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asegurar la mejora e innovacién del
producto a lo largo del tiempo. Una de las
caracteristicas destacables de la adopcion
de software libre es la adaptabilidad, lo
que permite aplicar soluciones locales al
momento de la implementacion.

Uno de estos softwares es Greenstone,
incubado dentro del Proyecto Biblioteca
Digital de Nueva Zelanda, Universidad de
Waikato y distribuido en colaboracion
con la UNESCO y la FAO con sede en
Amberes, Bélgica.

Nuestro proyecto, Colecciones Digitales
para Exactas — en adelante CODIFEXA -
adopta este software como plataforma
para la implementacion del repositorio
fundamentalmente por sus facilidades de
operacion, lo que permite que
rapidamente los bibliotecarios hagan uso
de su interfaz, y porque responde al
concepto de “Acceso abierto, Coddigo
abierto y Estandares abiertos”.

En este sentido, Corradoys afirma que las
instituciones se beneficiaran trabajando
con estos tres componentes en con junto
ya que es posible reducir costos de
licencias de software, garantizar el acceso
(abierto) - a largo plazo - a las
publicaciones generadas por la institucién
sin las trabas que generalmente se
presentan en las publicaciones por
suscripciéon y continuar trabajando con
estandares para la descripcion de los
recursos, lo que garantiza la
interoperabilidad, visibilidad y
encontrabilidad de la literatura.

Fournierps) al realizar una descripcion de
metadatos indica que “entre la gran
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variedad de formatos de metadatos
existentes en Internet, la iniciativa Dublin
Core [¢?] es la mas citada y aceptada; es
un formato producto de un esfuerzo
internacional e interdisciplinario con una
vida muy intensa y el mas influyente en
relacion con el desarrollo de la teoria del
uso de los metadatos para la recuperacion
de informacion en la red”.

En nuestra investigacion en pos de definir
el conjunto de metadatos aplicar en el Rl,
encontramos que muchos proyectos
exitosos aplican Dublin Core, tal es el
caso de la Biblioteca Digital Colombiana
en la que confluyen 73 repositorios con
mas de 80.000 documentos digitales.

Asi mismo desde el Ministerio de
Ciencia, Tecnologia e Innovacion
Productiva de Argentina, se publico la
recomendacion de adopcion de este
modelo de metadatos para participar en
el Sistema Nacional de Repositorios.

Actualmente CODIFEXA aplica el
conjunto Dublin Core Simplificado,
generando los metadatos a partir de los
registros catalograficos creados por la
biblioteca de la facultad de Exactas. Para
esta tarea se disefiaron herramientas de
software que permiten extraer la
informacién de los campos de la base de
datos CDS/Isis hacia archivos DC-XML
que luego son importados  por
Greenstone.

El protocolo OAI-PMH es el estandar
abierto fundamental para asegurar la
exposicion,  agregacion, acceso e
interoperabilidad de los contenidos
depositados en los repositorios. El
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protocolo OAI-PMH es muy sencillo y
requiere el uso de otros estandares y
protocolos, como el protocolo HTTP
(protocolo Web) y el estandar Dublin
Core para el formato de los metadatos que
permite la interoperabilidad entre los
repositorios.

Greenstone, desde su version 2.84, posee
un “OAI data provider” lo que asegura
que el contenido del repositorio podra ser
cosechado por otros, aumentando la
visibilidad del mismo.

Un RI sin la participacion de sus actores
principales, los autores de los trabajos, es
imposible que logre apoyo institucional
en el tiempo. Keefer destaca que “los
autores tienen mucho por ganar porque la
presencia de sus trabajos en los
repositorios aumentara la visibilidad y
estabilidad, lo que presumiblemente
contribuira a recibir un mayor nimero de
citas”.

Consientes que uno de los principales
obstaculos para introducir documentos es
el “miedo al plagio”, se conformdé un
grupo de trabajo en el proyecto que se
encarga de las pautas de difusion y el
estudio de normativas de otras
universidades respectos a la cesion de
derechos de publicacion.

La difusion de los beneficios de contar
con RI1 en la UNSJ es labor de este grupo,
habiéndose elaborado una encuesta, que
se encuentra actualmente vigente, para
consultar a los docentes/investigadores
acerca de sus actitudes frente al depésito
de los trabajos por ellos generados.
Resultados parciales muestran que un
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26% de los docentes de la facultad han
generado mas de 10 articulos cientificos
en los Gltimos afios; el area que mas
investigacién muestra es Informatica con
un 43%; el 71% expresa desconocer el
concepto “archivo institucional” y un
18% manifiesta que difunde sus
publicaciones en sitios externos (Blog,
Wikis, etc.).

El recurso humano de CODIFEXA
conforma, como lo define Hernandez
Ariasf7;, un grupo de trabajo en el cual
“un conjunto de individuos realizan
actividades con la finalidad de lograr un
objetivo especifico”. Dado que los
integrantes del proyecto no comparten el
mismo espacio de trabajo, el planteo de
trabajo colaborativo se bas6 en un mix de
trabajo presencial y telematico. Con el fin
de aplicar este ultimo, se realizd el
estudio de plataformas “Site As A
Service” habiéndose seleccionado
TeamLab como plataforma de actividad
en el proyecto. Dentro de este espacio
virtual de trabajo se comunican,
coordinan, discuten, etc. las tareas
asignadas a cada participante.

“No solo se trata de la interconexion en
red de la tecnologia sino la interconexion
en red de los seres humanos mediante la
tecnologia”.  Para nuestro equipo de
trabajo, en particular para el grupo de
bibliotecarios, aplicar tecnologia en el
modelo colaborativo ha sido novedoso Yy
ha permitido organizar y optimizar el
tiempo productivo.

XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION

2013 - PARANA — ENTRE RIOS

Lineas de
desarrollo

investigacion vy

Dentro del proyecto, que se ajusta a una
investigacion de informatica aplicada, la
linea principal es la aplicacion de
soluciones open source para el disefio e
implementacion de repositorios
institucionales.

Las acciones llevadas adelante abarcan
temas referidos a la implementacion de
software libre en diferentes plataformas,
el estudio y aplicacién de protocolos de
interoperabilidad en repositorios, el
manejo de grandes volumenes de
informacién mediante la aplicacién de la
APl Lucene para recuperacion en texto
completo.

Un area de especial interés que surge
como linea de investigacion en el
proyecto es la mineria web, en particular
lo referido a la aplicacién de soluciones
de cddigo abierto (o gratuito) para obtener
métricas de accesibilidad a los contenidos
de repositorios. Este trabajo se lleva
adelante en forma conjunta con el grupo
de investigacion del proyecto “Mineria de
Datos en la determinacion de perfiles de
uso y perfiles de usuarios” y apunta a
formar recursos humanos capaces de
interactuar con estas herramientas para
aplicarlas en futuras actualizaciones del
repositorio en construccion.

También forma parte de las lineas de
investigacién abordadas por el proyecto la
preservacion de objetos digitales, tarea
que se encara en forma conjunta con las
actividades que desarrolla el equipo del
proyecto “Red COES de repositorios de
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acceso abierto - PICT-O 2010-132” vy
tiene como objetivo realizar un
relevamiento de las actuales técnicas de
preservacion aplicadas a nivel
internacional a fin de realizar
recomendaciones en esta area para ser
aplicadas al repositorios en creacion.

Resultados y Objetivos

Dentro de los objetivos planteados en
CODIFEXA  se han alcanzado los
referidos a “implementar un repositorio
institucional con el objeto de almacenar la
produccion intelectual generado por la
Facultad de Ciencias Exactas de la
Universidad Nacional de San Juan”.
Actualmente se encuentran publicadas 70
tesis de licenciaturas en Informaética,
Geologia y Geofisica.

El software aplicado es Greenstone
version 2.85 sobre el que se trabajo
aplicando HTML5 y CSS3 con el objeto
de personalizar la interfaz de usuario. El
motor de blsqueda aplicado es Lucene,
provisto por Greenstone.

La tabla “crosswalk” de migracion de
registros desde formato LIBRI-UNSJ
hacia XML-DC vy el software asociado
forma parte de los objetivos alcanzados
por el proyecto.

Se pretende alcanzar nuevos objetivos
relacionados al Open Access y los
autores, a partir de los resultados que se
obtengan al completar el estudio de
respuestas a la encuesta lanzada a
docentes de la FCEFN.
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Formacion de RRHH

Durante este periodo integrantes del
proyecto han trabajado en temas de
investigacion conjuntos con los proyectos
“Mineria de Datos en la Determinacién de
Patrones de Uso y Perfiles de Usuarios”
(c6d. 21/ E889) y “Red COES de
Repositorios de Acceso Abierto” (PICT-
O CIN 2010-Agencia Nacional de
Promocion Cientifica y Tecnoldgica).

La formacion de los integrantes del
proyecto se concretd en la participacion
de cursos acerca de aplicacion de
metadatos, construccion de colecciones
digitales, open Access.

La transferencia al medio se realizd
mediante el dictado de charlas, talleres
referidos a los temas de investigacion
abordados.

Actualmente se encuentran en curso la
concrecion de tesis de grado de alumnos
de la Licenciatura en Informética que
abordan las teméaticas OPAC-Web.
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Resumen

Por la evolucién de las tecnologias de informacion y
comunicacion, han surgido en la actualidad aplicaciones
no tradicionales sobre bases de datos que contienen datos
no estructurados tales como texto libre, imdgenes, audio,
video, secuencias de ADN, etc., provenientes de diver-
sas fuentes como revistas, transacciones financieras, fo-
tografias, musica, etc., Ademds estos datos multimedia
no pueden ser consultados de manera significativa en el
sentido clasico, todas las consultas son por objetos simi-
lares a uno dado. Estos escenarios requieren modelos mas
generales, como las Bases de Datos Métricas, con una
madurez semejante al de las bases de datos tradicionales.

Por otro lado, el desarrollo de memorias mas rapidas y
de gran capacidad, promovid la aparicioén de estructuras
de datos que tienen en cuenta estas arquitecturas como
las estructuras de datos con I/O eficiente. Ademas, en al-
gunos casos los lenguajes de consulta poseen poco poder
expresivo para poder expresar todas las consultas consi-
deradas de interés en este modelo de base de datos. Nues-
tra investigacion pretende contribuir a la consolidacion de
este nuevo modelo de bases de datos.

Palabras Claves: bases de datos no convencionales, len-

guajes de consulta, indices, expresividad.
Contexto

En el Proyecto Consolidado 330303 “Tecnologias
Avanzadas de Bases de Datos” se encuentra la linea
Bases de Datos no Convencionales, la cual motiva
esta presentacion. Este proyecto pertenece a la Univ.
Nac. de San Luis y se encuentra dentro del Programa
de Incentivos a la Investigacion (Codigo 22/F014).
El ambito de este proyecto ha permitido el estudio
y tratamiento de objetos de diversos tipos, utiles en
distintos campos de aplicacion: sistemas de informa-
cién geogréfica, robdtica, vision artificial, compu-

taciéon movil, disefo asistido por computadora, mo-
tores de busqueda en internet, computacion gréfica,
entre otras, y que se relacionan en tales bases de da-
tos. Se consideran como actividades centrales de es-
ta linea el anélisis de distintos tipos de bases de da-
tos, la investigacion de aspectos empiricos, tedricos
y aplicativos derivados de la administraciéon de una
base de datos que maneja tipos de datos no conven-
cionales, la expresividad de los lenguajes de consul-
ta, los operadores necesarios para responder consul-
tas de interés, y también las estructuras y operacio-
nes necesarias para resolverlas eficientemente.

El contacto permanente con investigadores de
otros paises permite nuevas perspectivas en nuestras
investigaciones, gracias a la participaciéon de nues-
tros integrantes en proyectos conjuntos de coopera-
cién internacional con: Universidad de Chile, Uni-
versidad de Massey (Nueva Zelanda), Universidad
Michoacana de San Nicolas de Hidalgo (México).

Introduccion

La evolucién de las nuevas tecnologias dio lugar a
diversas aplicaciones en las cuales el modelo clasico
de bases de datos no puede aplicarse, ya sea por el ti-
po de datos que ellas manejan, como por las exigen-
cias de las mismas. Este escenario requiere modelos
mas generales, ademaés la necesidad de una respues-
ta rapida y adecuada, y un eficiente uso del espacio
disponible, hacen necesaria la existencia de estruc-
turas de datos especializadas que incluyan estos as-
pectos. Todas estas aplicaciones tienen caracteristi-
cas comunes, capturadas en el modelo de espacio
métrico. Formalmente, un espacio métrico consiste
de un universo de objetos U y una funcidén de distan-
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cia definida entre ellos d : U x U —— R™ que mide
la (di)similitud entre los objetos. En este 4mbito las
busquedas exactas carecen de sentido y es importan-
te la eleccidn de este modelo por las hisquedas por
similitud, mas naturales sobre estos tipos de datos.

El trabajo con bases de datos masivas, o con ba-
ses de datos que almacenan objetos muy grandes,
da lugar a lineas de investigacién que, conscientes
de estos problemas de costos, disefian estructuras de
datos més eficientes para memorias jerarquicas.

La conocida “maldicion de la dimensionalidad”,
por la cual el desempefio de los indices existentes se
deteriora exponencialmente con la dimension del es-
pacio, afecta tanto a espacios de vectores (represen-
tacion comin de datos multimedia) como a espacios
métricos, aunque en éstos tltimos no esta completa-
mente analizado su efecto sobre los MAMs (méto-
dos de acceso métricos). De las numerosas estruc-
turas que existen para busquedas por similitud en
espacios métricos, s6lo pocas son eficientes en es-
pacios de alta o mediana dimensién, y la mayoria no
admiten dinamismo, ni estan disefiadas para conjun-
tos masivos de datos (en memoria secundaria). Por
lo tanto, nos dedicamos a estudiar distintas maneras
de optimizarlas.

Ademas del dinamismo en las estructuras y opera-
ciones de busqueda complejas, también se estan in-
vestigando son la obtencidén de mayor expresividad
en los lenguajes utilizados para expresar consultas y
caracterizar la clase de consultas computables.

Lineas de Investigacion y Desarrollo

Bases de Datos Métricas

Tomando como modelo para las bases de datos no
convencionales a los espacios métricos, es necesa-
rio responder consultas por similitud eficientemen-
te haciendo uso de MAMs. En espacios métricos
generales la complejidad usualmente se mide como
el nimero de céalculos de distancias realizados. Por
ello, se analizan aquellos MAMs que han mostrado
buen desempefio en las biisquedas, para optimizar-
los maés, considerando la jerarquia de memorias. En
general, dada una base de datos X C U y un objeto
de consulta ¢ € U las consultas son de dos tipos: por
rango o de k-vecinos mds cercanos.

Meétodos de Acceso Métricos

El estudio del Arbol de Aproximacion Espacial
[12], que habia mostrado un muy buen desempefio
en espacios de mediana a alta dimensidn, pero total-
mente estitico, nos permitié el desarrollo de un nue-
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vo indice llamado Arbol de Aproximacion Espacial
Dindmico (DSAT) [13] que permite realizar inser-
ciones y eliminaciones, conservando su buen desem-
pefio en las biisquedas, lo cual es importante porque
pocos indices son completamente dindmicos.

El DSAT es una estructura que particiona el es-
pacio considerando la proximidad espacial; pero, si
el arbol agrupara los elementos muy cercanos entre
si, lograria mejorar las bisquedas al evitar recorrer-
lo para alcanzarlos. Podemos pensar entonces que
construimos un DSAT, en el que cada nodo represen-
ta un grupo de elementos cercanos (“clusters”) y los
relacionamos por su proximidad en el espacio. Cada
nodo mantiene el centro del cluster correspondien-
te, y almacena los k£ elementos méas cercanos a él;
cualquier elemento a mayor distancia del centro que
los k almacenados, forma parte de otro nodo en el
arbol [2]. Sin embargo, falta analizar cuan bueno es
el agrupamiento o “clustering”que logra esta estruc-
tura, lo cual se podria analizar con nuevas estrategias
de optimizacidn de funciones a través de heuristicas
bioinspiradas, que han mostrado ser ttiles en detec-
cion de clusters.

Al trabajar sobre base de datos métricas, puede
surgir la necesidad de hacer uso de la memoria se-
cundaria. Es posible que la base de datos no pue-
da almacenarse en memoria principal por ser ma-
siva 0 porque sus objetos son muy grandes, o que
el indice no quepa en memoria principal, o ambas
cosas. Por lo tanto, existe la necesidad de disefiar
los indices especialmente para memoria secunda-
ria. Asi, en [14] se presentaron versiones prelimina-
res del DSAT (DSAT+ y DSAT*) especialmente di-
sefladas para memoria secundaria: indices con buena
ocupaciéon de pagina y eficientes tanto en el nime-
ro de calculos de distancia y de operaciones de I/O
para cada operacidn, y se estan analizando variantes
que mejoren ain mas su desempefio. En numerosas
aplicaciones es muy importante mantener el total di-
namismo de las estructuras, es decir soportar tanto
inserciones como eliminaciones de elementos, por
lo tanto otro aspecto sobre el que se esti trabajan-
do es lograr que las operaciones de insercion y eli-
minacién de elementos en las versiones de memoria
secundaria del DSAT sean eficientes.

Join Métricos

El modelo de espacios métricos permite cubrir
muchos problemas de biisqueda por similitud, aun-
que en general se deja fuera de consideracion al ope-
rador de ensamble o “join” por similitud, otra pri-
mitiva importante [5].
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De hecho, a pesar de la atencién que esta primiti-
va ha recibido en las bases de datos tradicionales y
atin en las multidimensionales, no han habido gran-
des avances para espacios métricos generales. Nos
hemos planteado resolver algunas variantes del pro-
blema de join por similitud: (1) join por rango: da-
das dos bases de datos de un espacio métrico y un
radio 7, encontrar todos los pares de objetos (uno
desde cada base de datos) a distancia a lo sumo 7,
(2) k—pares mds cercanos: encontrar los k pares de
objetos mas cercanos entre si (uno desde cada base
de datos). Para resolver estas operaciones de mane-
ra eficiente hemos disefiado un nuevo indice métri-
co, llamado Lista de Clusters Gemelos (LTC) [18],
éste se construye sobre ambas bases de datos con-
juntamente, en lugar de indexar una o ambas bases
de datos independientemente. y permite también re-
solver las consultas por similitud cldsicas sobre cada
una de las bases de datos independientemente.

A pesar de que esta estructura ha mostrado ser
competitiva y obtener buen desempefio en relacion a
las alternativas mas comunes para resolver las opera-
ciones de join, queda mucho por mejorar para que se
vuelva una estructura practica y mucho més eficien-
te para trabajar con grandes bases de datos métri-
cas. A la fecha se estd analizando la construccién
de otra clase de indice basada en “permutantes” pa-
ra resolver el join aproximado de dos bases de datos
métricas; es decir que permita rapida y eficientemen-
te encontrar los pares de elementos mas similares
entre ambas bases de datos, aunque no los obtenga
a todos. Asi seria posible extender apropiadamen-
te el algebra relacional como lenguaje de consulta y
disefar soluciones eficientes para nuevas operacio-
nes, considerando aspectos de memoria secundaria,
de concurrencia, de confiabilidad, etc. Algunos de
estos problemas ya poseen solucion en bases de da-
tos espaciales, pero no en bases de datos métricas.

Bisqueda aproximada de los All-k-NN

Hay muchas otras aplicaciones, tales como la cla-
sificacion y aprendizaje automatico, donde un nuevo
elemento debe ser clasificado de acuerdo a sus veci-
nos méas cercanos, la cuantificacién y compresion de
imagenes, donde sdlo algunos vectores pueden ser
representados y los que no deben ser codificados co-
mo su punto representable més cercano, la predic-
cion de funciones, en la que desea buscar el com-
portamiento mas similar de una funcién en el pasa-
do para predecir su comportamiento futuro proba-
ble, etc. Todas estas aplicaciones tienen caracteristi-
cas comunes y necesitan estructuras de datos espe-
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cializadas que las incluyan, como las de espacios
métricos.

Dado que en muchas aplicaciones la evaluacién
de la funcién de distancia d suele ser una operacién
muy costosa, se usa como medida de complejidad
en la mayoria de los casos. Las investigaciones en la
actualidad tienden al estudio de algoritmos en espa-
cios métricos generales, donde existen varias técni-
cas conocidas para resolver el problema de consultas
por similitud en un nimero sublineal de célculos de
distancia, con la condicién del preprocesamiento del
conjunto de datos.

Si consideramos las bisquedas por similitud ve-
mos que la recuperacion de los k—vecinos mas cer-
canos, es uno de sus primitivos bésicos. Este puede
definirse como: Sea X un conjunto de elementos y
la funcién de distancia definida entre ellos d los k-
NN(uw) son los k elementos en X — {u} que tengan
la menor distancia a u de acuerdo con la funcién d.
Una variante de este problema, quiza menos estudia-
da, es la busqueda de los k—vecinos mas cercanos
de todos los elementos de X, All-k-NN, es decir:
Sea u; € X, obtener los All-k-NN es calcular los k-
vecinos més cercanos para todos los u; en X, por su-
puesto realizando menos de n? célculos de distancia.
Asi, en el marco de una etapa de investigacion pre-
via, se desarrollaron y propusieron soluciones a es-
te problema [17, 16] basadas en la construccién del
Grafo de los k-vecinos mds cercanos (kNNG) para
indexar un espacio métrico requiriendo una cantidad
moderada de memoria y la utilizacién del mismo en
la resolucion de las consultas por similitud en espa-
cios métricos generales. El kKNNG es un grafo diri-
gido ponderado que conecta cada elemento del es-
pacio métrico mediante un conjunto de arcos cuyos
pesos se calculan de acuerdo a la métrica del espa-
cio en cuestidon. El desempefio en las bisquedas por
similaridad de esta propuesta es superior al obtenido
utilizando las técnicas cléasicas basadas en pivotes.

Por otro lado, el compromiso de tratar de realizar
la menor cantidad de célculos de distancias posibles
durante una busqueda, ha llevado a investigar un en-
foque aproximado eficiente para resolver estas con-
sultas por similitud. Este enfoque consiste en permi-
tir una relajacion en la precision de la consulta con
el fin de obtener una aceleracion en la complejidad
del tiempo de consulta [19, 6, 15]. El objetivo de la
bisqueda por similitud aproximada es reducir sig-
nificativamente los tiempos de biisqueda al permitir
algunos errores en el resultado de la consulta. Adi-
cionalmente a la consulta se especifica un pardmetro
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€ de precisién para controlar cuan lejos queremos el
resultado de la consulta del resultado correcto. Un
comportamiento razonable para este tipo de algorit-
mo es acercarse asintdticamente a la respuesta co-
rrecta como € se acerca a cero. Por lo tanto, el éxito
de una técnica de aproximacidn se basa en la resolu-
cioén del compromiso calidad/tiempo [3]. Esta alter-
nativa a la bisqueda por similitud “exacta’se llama
biisqueda de similitud aproximada [3], y abarca al-
goritmos aproximados y probabilisticos.

Lenguajes de Consulta

La relacion existente entre l6gica y teoria de bases
de datos es muy estrecha y natural, ya que es posi-
ble pensar en una base de datos simplemente como
una estructura finita, y utilizar las 16gicas para expre-
sar consultas sobre éstas. Esto les da una posicién
central como modelo computacional para el anali-
sis del poder expresivo de los lenguajes de consultas
que nos permiten obtener informacién de una base
de datos, siendo relevante como marco tedrico para
el estudio de las bases de datos.

La mayoria de los lenguajes de consulta sobre ba-
ses de datos es equivalente, en su poder expresivo,
a F'O (First-Order logic). El principal problema es
que la expresividad de F'O no es lo suficientemen-
te poderosa, porque no alcanza para reflejar cier-
tas consultas. Esto ha llevado a la bisqueda de una
mayor expresividad por medio de diferentes meca-
nismos de extension sobre F'O utilizados como he-
rramientas de construccidon de l6gicas més podero-
sas. Uno de ellos gracias a incorporar cuantifica-
dores que no pueden ser expresados en F'O, como
clausura transitiva y punto fijo, entre otros, los que
han sido ampliamente estudiados. La idea de agregar
cuantificadores es generalizada mediante la nocién
de cuantificadores generalizados de Lindstrom[8].
Atn asi, estas logicas todavia resultan incompletas,
por lo que se analizan l6gicas de orden superior, SO
(Second-Order Logic), y algunos de sus fragmentos
que han demostrado poseer propiedades interesantes
sobre las estructuras finitas. Un resultado importan-
te de R. Fagin fue la caracterizacién del fragmento
existencial SOJ[7]. Alli se establece que las propie-
dades de las estructuras finitas que son definidas por
sentencias existenciales de segundo orden coinciden
con las propiedades de la clase de complejidad NP,
lo cual fue extendido por Stockmeyer [20], estable-
ciendo una relacién cercana entre la l6gica SO y la
jerarquia de tiempo polinomial (PH).

Actualmente existen muchos resultados igualan-
do la expresividad logica a la complejidad compu-
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tacional, pero requieren estructuras ordenadas [9],
[10]. Estas relaciones entre la complejidad compu-
tacional (cantidad de recursos necesarios para re-
solver un problema sobre algiin modelo de maqui-
na computacional) y la complejidad descriptiva (el
orden de la l6gica que se necesita para describir el
problema), han llevado a que los resultados obteni-
dos en alguno de estos campos sea transferido de
manera inmediata al otro.

En uno de nuestros trabajos de investigacin se ha
introducido la definicién de una restriccion de SO,
que consiste en limitar las relaciones que pueden to-
mar los cuantificadores de SO, considerando a la
l6gica como uno de los lenguajes de consulta a base
de datos. El tipo de relaciones a los que estos cuan-
tificadores pueden referirse son relaciones cerradas
bajo 'O — type. Esta 16gica(SOF’) intenta lograr
una logica de mayor poder expresivo que la definida
por Dawar(SO™) en la que los cuantificadores s6lo
pueden tomar relaciones cerradas bajo F'O — k ti-
pos. Se demostrd que nuestra légica incluye estric-
tamente la de Dawar [4]. Se ha podido definir una
nueva clase de complejidad descriptiva (N PF'), que
caracteriza el fragmento existencial de nuestra 16gi-
ca gracias a modificar de las miquinas relacionales.

En otro de nuestros trabajos se estudia el impacto
del aumento del orden de las variables en las 16gi-
cas. Se contintia con el estudio del poder expresivo
de las 16gicas H O (High-Order logic) y en particular
de los fragmentos de la 16gica VO (Variable-Order
logic) definida en [11], que nace debido a que nin-
guna de las l6gicas de orden superior cubre la clase
completa de consultas computables (C'Q)[1], es de-
cir que no son completas. Ademas, si consideramos
la unién de todas las 16gicas de orden superior, es de-
cir J;so H O' (HO' representa la 16gica de orden i),
tampoco obtenemos una légica completa. De aqui,
se define V' O permitiendo el uso de variables de or-
den variable, mediante el uso de cuantificadores de
orden. Las restricciones méas importantes estudiadas
sobre VO son sobre: la cantidad de alternaciones de
cuantificadores, la aridad de las variables de orden
variable, los valores que pueden asignarse a las va-
riables de orden en funcion del tamafio del dominio,
el rango de cuantificadores y la cantidad de varia-
bles, de valuacién y de orden.

Resultados y Objetivos

Como trabajo futuro de esta linea de investigacién
se consideran varios aspectos relacionados al disefio
de estructuras de datos que, consciente de la jerar-
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quia de memorias y de las caracteristicas particula-
res de los datos a ser indexados, saquen el mejor par-
tido haciendélas eficientes en espacio y en tiempo.

Respecto de los lenguajes de consulta se conti-
nuard analizando la expresividad de distintas exten-
siones de FO y posibles restricciones de SO, para
lograr caracterizar la clase de las consultas compu-
tables sobre bases de datos no convencionales.

En el caso de bases de datos métricas, se inten-
tard que los indices se adapten mejor al espacio
métrico particular considerado, por la determinacién
de su dimension intrinseca, y también al nivel de
la jerarquia de memorias donde se almacenard. Es-
tos estudios sobre espacios métricos y sobre algu-
nas estructuras de datos particulares permitirdn no
s6lo mejorar el desempefio de las mismas sino tam-
bién aplicar, eventualmente, muchos de los resulta-
dos que se obtengan a otros MAMs.

Actividades de Formacion

Dentro de esta linea de investigacién se estan for-
mando alumnos y docentes-investigadores de acuer-
do al siguiente detalle:

Doctorado en Cs. de la Computacion: dos inte-
grantes de la linea se encuentran desarrollando su
tesis sobre la expresividad de la légica como len-
guaje de consulta. Otro integrante desarrolla su tesis
sobre bases de datos métricas.

Maestria en Cs. de la Computacion: un investiga-
dor de la linea esta desarrollando su tesis en bases de
datos métricas sobre busqueda por similitud aproxi-
mada.

Ademas, se estan dirigiendo actualmente tres tra-
bajos finales de alumnos de la Licenciatura en Cs.
de la Computacion, prontos a finalizar.
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Resumen

Los sistemas de informacion necesitan realizar de ma-
nera eficiente la biisqueda de los datos a través de es-
tructuras de almacenamiento. Dicha biisqueda consiste
en obtener los elementos que cumplen una serie de con-
diciones. En general, es tan dificil para los usuarios que
intentan recuperar informacion multimedia poder especi-
ficar claramente sus intereses, o las condiciones a cum-
plir, a través de una consulta bien definida, como para los
disefiadores del sistema decidir qué caracteristicas de los
objetos multimedia pueden ser relevantes. Dada una con-
sulta, el objetivo de un sistema de recuperacion de infor-
macion es obtener lo que podria ser iitil o relevante para
el usuario, en general usando un indice especialmente
disefiado para responder eficientemente la consulta.

Asi, nuestra linea de investigacién tiene como princi-
pal objetivo desarrollar herramientas eficientes para la
recuperacion de informacion multimedia. Se investigan
nuevas técnicas que soporten la interaccion con el usua-
rio, nuevas estructuras de datos (indices) capaces de ma-
nipular eficientemente datos multimedia y que permitan
manejar grandes voliimenes de este tipo de datos.

Palabras Claves: Recuperacion de Informacion, Bases
de Datos Multimedia, Indexacion, Paralelismo.

Contexto

Esta linea de investigacién se encuentra enmar-
cada dentro del Proyecto Consolidado 30310 de la
Universidad Nacional de San Luis y en el Progra-
ma de Incentivos (coédigo 22/F034): “Nuevas Tecno-
logias para el Tratamiento Integral de Datos Multi-
media”, dentro de la linea “Recuperacion de Datos e
Informaciéon Multimedia”, desarrollada en el ambi-
to del Laboratorio de Investigacién y Desarrollo en
Inteligencia Computacional (LIDIC) de la UNSL.

En este marco se pretende avanzar en la integra-

cién de las investigaciones sobre adquisicion, pre-
procesamiento y andlisis de datos no estructurados y
su aplicacion en dominios no convencionales. Como
principal aporte de esta propuesta se pretende incor-
porar informacién no estructurada en los procesos de
toma de decisiones y resolucion de problemas que
quedan sin considerar en los enfoques clésicos.
Dentro de este contexto nuestra linea se dedica,
principalmente, al disefio de indices eficientes que
sirvan de apoyo a sistemas de recuperacion de infor-
macidn orientados a datos no estructurados, en parti-
cular datos multimedia. Se espera asi contribuir a es-
tos sistemas obteniendo indices mas eficientes para
memorias jerarquicas, dindmicos, con I/O eficiente
y capaces de manejar grandes volimenes de datos.
Se propone analizar las estructuras de datos exis-
tentes, proponer optimizaciones o disefiar nuevas es-
tructuras, para manipular y recuperar algunos de los
tipos de datos no estructurados que aparecen en en-
tornos multimedia, considerando el uso de técnicas
de computacion de alto desempefio en los mismos,
con el objetivo de lograr una recuperacidn eficiente.

1. Introduccion y Motivacion

Los sistemas de computacién hacen uso intensi-
vo de informacién estructurada, es decir datos ele-
mentales o estructuras, generadas con un formato es-
pecifico. Una caracteristica principal en estos casos,
es que la estructura o formato de esta informacién
puede ser facilmente interpretada y directamente uti-
lizada por un programa de computadora. Pero el he-
cho de restringirse al uso de este tipo de informa-
ciéon conduce, muchas veces, a representar una Vvi-
sién parcial del problema y dejar fuera informacion
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que podria ser importante para la resoluciéon efectiva
del mismo. En este contexto gran parte de la infor-
macién que se requiere para la toma de decisiones y
la resolucion de problemas de indole general provie-
ne de informacién no estructurada.

En general, para responder eficientemente consul-
tas para recuperacion de informacién sobre bases de
datos multimedia se utilizan diferentes métodos de
acceso o indices [9], principalmente por el volumen
de datos con el que se trabaja. Algunos poseen carac-
teristicas que los hacen indicados para aplicaciones
reales: eficientes, dindmicos, escalables y resistentes
a la maldicion de la dimension.

Un enfoque prometedor para sistemas de recupe-
racioén usando bisqueda por similitud es una basque-
da basada en contenidos, la cual usa el dato mul-
timedia mismo. Para calcular la similitud entre dos
objetos multimedia, se debe definir una funcién de
distancia. Dicha funcién mide la similitud, o mas
bien la disimilitud, entre dos objetos. En muchos ca-
sos para modelar la similitud de objetos multime-
dia se transforman los objetos en puntos de un espa-
cio vectorial, el cual es un tipo particular de espacio
métrico. Cada objeto es representado por un vector
de caracteristicas o descriptor, generalmente de alta
dimensionalidad. Sobre espacios vectoriales existen
numerosas funciones de distancia. El tipo de aplica-
cion, las caracteristicas a explotar o la dimensiona-
lidad son aspectos a considerar para definir la mejor
funcién de distancia a utilizar.

El concepto de biisqueda por similitud se pue-
de definir a partir del de espacios métricos, que da
un marco formal independiente del dominio de apli-
cacion. Un espacio métrico estd compuesto por un
universo U de objetos y una funcién de distancia
d:UxU — RT,que satisface las propiedades
que la hacen una métrica. Las consultas por simili-
tud, sobre una base de datos S C U, son usualmente
de dos tipos: Biisqueda por rango y Bisqueda de los
k vecinos mds cercanos.

En el caso de los espacios métricos, la funcién de
similitud (distancia) mide el minimo esfuerzo (cos-
to) necesario para transformar un objeto en otro. De-
pendiendo de los tipos de datos multimedia reales
la funcién de similitud puede ser muy compleja. En
particular, para poder ahorrar cilculos de distancia
es importante que la distancia satisfaga la propiedad
triangular. Si la base de datos S posee n objetos, las
consultas pueden ser respondidas llevando a cabo n
evaluaciones de distancia. Sin embargo, en la ma-
yoria de las aplicaciones las distancias son costosas
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de computar (por ej.: comparacion de huellas digita-
les), por lo que la bisqueda secuencial no sirve para
problemas de tamafio medio o grande, que son los
tamafios mas habituales de las bases de datos mul-
timedia. Asi debemos preprocesar la base de datos,
construyendo un indice, para responder a las consul-
tas con la menor cantidad de calculos de distancia.
Ademads, es probable que la base de datos, el indice
0 ambos no puedan almacenarse en memoria prin-
cipal con lo cual se debe considerar minimizar tam-
bién el nimero de operaciones de E/S, tener siempre
presente la jerarquia de memorias y tratar de lograr
mayor eficiencia a través de técnicas paralelas.

En suma, esta propuesta se enfoca en mejorar las
herramientas de recuperacidon desarrollando nuevas
técnicas que soporten la interaccién con el usuario,
disefando estructuras de datos (indices), capaces de
manipular eficientemente grandes volimenes de da-
tos multimedia y facilitando la realizacién de opera-
ciones, de modo de acercarse al nivel de desarrollo
que poseen las bases de datos tradicionales.

2. Lineas de Investigacion

Se pretende investigar sobre distintos aspectos de
los sistemas de recuperacion de informacién multi-
media: disefiar nuevos indices, definir representacio-
nes que reflejen caracteristicas de interés de los obje-
tos y manejar distintas operaciones sobre estos tipos
de bases de datos, considerando trabajar eficiente-
mente sobre grandes voltimenes de datos.

Diseno de Indices

Un catilogo importante de indices para espacios
métricos aparece en [9]. La mayoria usan la de-
sigualdad triangular para evitar el anélisis secuencial
de la base de datos. La distancia entre la consulta ¢
y los objetos de la base de datos puede ser estimada
calculando de antemano algunas distancias a obje-
tos distinguidos llamados pivotes y sin calcular las
distancias reales desde g a los objetos de la base de
datos durante una busqueda. Otra técnica comin es
indexar a través de una particion del espacio en re-
giones denominadas particiones compactas.

Existen dos posibles situaciones por el tipo de ba-
se de datos con la que se va a trabajar, que determi-
nan una caracteristica importante que debe tener el
indice que la manipulara: los objetos de la base de
datos se conocen de antemano y por lo tanto el indi-
ce se creara de una sola vez y se realizaran consultas
sobre €l (indices estaticos); o no se conocen los ob-
jetos de antemano y por lo tanto el indice se debe ir
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creando a medida que arriban los elementos y prefe-
rentemente de manera incremental (indices dinami-
cos). Las estructuras estaticas se benefician desde el
conocimiento de la base de datos seleccionando los
mejores puntos de referencia para una estructura de
datos determinada, lo cual no es posible en las es-
tructuras de datos dindmicas donde tanto los objetos
como las consultas arriban al azar.

Cuando se trabaja sobre grandes volimenes de
datos una manera de lograr eficiencia en las ope-
raciones sobre los indices es aplicando técnicas de
computacién de alto desempefio y en otros casos
mediante la adaptacién o disefio de las estructuras
para que sean concientes de la jerarquia de memo-
rias, minimizando no s6lo la cantidad de célculos de
la funcion de distancia, sino también el nimero de
operaciones de E/S. Ademas, el estudio detallado de
qué hace que un indice sea intrinsecamente mas efi-
ciente ayuda a mejorar los costos de las operaciones.

Indices Estaticos

En este caso, al conocer de antemano los elemen-
tos a indexar, es posible elegir con mas informa-
cién como hacerlo de manera tal que las bisquedas
sean eficientes. Sin embargo, hay ejemplos como el
del Arbol de Aproximacion Espacial, SAT, que por
ser una estructura estatica deberia ser més eficiente
que la versidon dindmica, el DSAT [13], y no lo es.
En estos casos ha sido posible investigar alguno de
los motivos por los que la versiéon dinamica, usan-
do menos informacién, proporciona bisquedas mas
rapidas. En nuestras investigaciones hemos detecta-
do que una condicion clave para mejorar la perfor-
mance de SAT es modificar la estrategia de seleccion
de vecinos, es por ello que se ha estado trabajan-
do en diferentes heuristicas, como la de utilizar un
orden de insercion arbitrario de los vecinos o hasta
elegirlos de manera totalmente contraria a lo que la
version original lo hacia y se estdn consiguiendo en
este caso resultados muy interesantes [6]. El anéli-
sis detallado del comportamiento de esta estructura
nos ha llevado a demostrar que el SAT se beneficia
significativamente al mejorar la distribucién de los
vecinos de un nodo y por lo tanto los hiperplanos y
radios de cobertura resultantes, tan importantes para
podar nodos o subarboles durante las busquedas, son
mejores. El DiSAT, ha demostrado no sélo superar a
la version original de la estructura, sino también a
los mejores representantes del estado del arte, como
es la Lista de Clusters [8], y ademas ser escalable y
ser resistente a la maldicién de la dimensién [7].
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Indices Dinamicos

Aqui el interés estd en mejorar el desempefio de
indices dindmicos jerarquicos (arboles), que es el ca-
so de algunos de los indices para espacios métricos.
Estos indices dindmicos, en general, se construyen
incrementalmente via inserciones. De tal manera, la
raiz del arbol es el primer objeto que llega, y esto se
repite recursivamente en cada nivel del arbol.

Como ya mencionamos, el DiSAT es un indice
para espacios métricos muy eficiente, considerando
el nimero de céalculos de distancias realizados tanto
en construccion como en busquedas. La desventaja
del DiSAT es que no admite inserciones ni elimina-
ciones y no es posible construirlo incrementalmente.
Sin embargo, una opcién para transformarlo en una
estructura dindmica es mediante la aplicacion de la
técnica de Bentley y Saxe [2] que permite lograr di-
namismo a partir de una estructura estdtica cuando
la busqueda sobre ella cumple con ser un problema
que se puede descomponer en partes independientes
(descomponible). Por lo tanto, se estd desarrollando
una version dindmica del DiSAT, que ademas pue-
da resolver eficientemente las bisquedas de los k-
vecinos mas cercanos de cualquier objeto, busqueda
que no cumple con ser un problema descomponible.

También en esta linea se ha propuesto una técni-
ca donde el “buffering” logra un buen compromiso
entre una estructura estatica, construida con toda la
informacién necesaria y una dindmica con conoci-
miento local de los datos. Entonces, en lugar de ele-
gir al primer elemento como la raiz, se demora la se-
leccion hasta que hayan arribado suficientes elemen-
tos para estar en condiciones de realizar dicha selec-
cién, y de esta manera se toma una decision en base
a mas informacién. Dado que las consultas arriban
a un ritmo desconocido, para mantener el dinamis-
mo es necesario contar con un indice que responda
a las consultas con mejor desempefio que la técnica
de fuerza bruta. Esta técnica provee un marco ade-
cuado para disefar estructuras de datos dindmicas
estables. Por lo tanto, un “buffer” en todos los ni-
veles de una estructura jerarquica podria ser ttil en
estrategias de ruteo para guiar las busquedas, lo cual
resulta un area promisoria de investigacion [10].

En muchos casos los volimenes de informacién
con los que se debe trabajar (millones de imagenes
en la Web), hacen necesario que los indices sean al-
macenados en memoria secundaria. En este caso, pa-
ra hacerlos eficientes, no s6lo se debe considerar que
durante las budsquedas se realice el menor nimero
de calculos de distancia sino también, dado el costo
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de las operaciones sobre disco, se efectie la menor
cantidad posible de operaciones de E/S. Por ello, en
esta linea nos hemos dedicado a disefiar indices es-
pecialmente adaptados para trabajar en memoria se-
cundaria, logrando un buen desempefio de los mis-
mos, principalmente en las btisquedas.

Hemos disefiado e implementado las siguientes
estructuras DSACL*-tree y el DSACL+-tree [4], las
cuéles son optimizaciones para memoria secundaria
de la estructura propuesta en [1] y demostraron ser
competitivas frente a otras de las estructuras cono-
cidas tales como el M-tree y DSA*-tree y DSA+-
tree [13]. Ademas, existen nuevas propuestas en eva-
luacién que prometen ser ain més adecuadas para
memoria secundaria. Por otro lado, nos proponemos
optimizarlas todavia més gracias a la aplicacién de
técnicas de computacidon de alto desempefio, apli-
cando y comparando distintas estrategias de parale-
lizacidn con el fin de determinar la méas adecuada.

Indices para Sistemas Paralelos

El desarrollo de nuevas tecnologias permite com-
binar las facilidades provistas por los sistemas de
memoria compartida y los sistemas de memoria dis-
tribuida (cluster de nodos o procesadores). Es de-
cir, permiten acelerar las operaciones de computo al
contar con una mayor cantidad de cores (ntcleos)
y aumentar la capacidad de almacenamiento. Esta
combinacién de diferentes jerarquias o niveles de
hardware, permite ejecutar P procesos en diferen-
tes nodos conectados mediante una red de interco-
municacién y dentro de cada proceso ejecutar PT
threads (hilos) en paralelo, cada uno en un “core”
diferente utilizando un esquema en el cual todos los
threads tienen acceso a la misma memoria principal.
El desafio en este tipo de arquitecturas es reducir el
tiempo de ejecucidon de los programas, lo cual para
algunas aplicaciones como las busquedas de texto y
biisqueda multimedia sobre espacios métricos puede
ser ain maés dificil de lograr, debido a las competen-
cias por los recursos causadas por el acceso concu-
rrente de los threads a los datos compartidos.

Para afrontar este desafio exitosamente, es nece-
sario estudiar y disefiar diferentes técnicas de parti-
cionado de indices sobre el sistema de memoria dis-
tribuido y disefiar estrategias de asignacién de tra-
bajo a los diferentes threads del sistema de memoria
compartida. Estas técnicas deben explotar las carac-
teristicas inherentes de los indices para maximizar el
computo paralelo en forma balanceada y reducir los
costos de comunicacion y sincronizacion.

En particular, el trabajo presentado en [12] evalia
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diferentes métricas como la eficiencia, throughput y
speedup de diferentes técnicas de particionado sobre
un indice métrico denominado Sparse Spatial Selec-
tion (SSS) [3]. Por otro lado, en el trabajo presenta-
do en [14] se utilizan herramientas de evaluacion de
performance para evaluar la eficiencia en el uso de
jerarquias de memorias caché de un sistema multi-
core sobre el indice de Arreglos de Sufijos.

Consultas sobre Bases de Datos Multimedia

Aunque las operaciones mas comunes sobre bases
de datos multimedia son las bisquedas por rango o
de k-vecinos mads cercanos, existen otras operacio-
nes de interés como las distintas variantes del join
por similitud. Para estas operaciones se consideran
dos bases de datos A y B, ambas subconjuntos del
mismo universo del espacio métrico /. El resulta-
do de cualquier operacion de join por similitud entre
Ay B obtiene el conjunto de pares formados por
un objeto de A y otro de B, tales que entre ellos se
satisface el predicado de similitud considerado. Las
variantes mas conocidas del join por similitud son:
el join por rango, el join de k-vecinos mas cercanos
y el join de vecino més cercano; entre otras.

Formalmente, dadas A, B C U, se define el join
por similitud entre Ay B (A lé B) como el conjunto

de todos los pares (x,y),donde z € Aey € B;es
decir, (z,y) € A x B, tal que entre x e y se satisface
el criterio de similitud considerado ®. De acuerdo al
criterio de similitud el join puede llamarse: Join por
rango o Join de k-vecinos més cercanos.

Existen dos situaciones distintas sobre las que se
puede trabajar, para resolver el join por similitud:
que ambas bases de datos se encuentren indexadas,
por separado; o que ambas bases de datos se inde-
xen conjuntamente, con un indice disefiado para el
join. Como calcular cualquiera de las variantes del
join por similitud de manera exacta es muy costoso
[15], vale la pena analizar posibilidades de obtener
mas rapidamente una respuesta aproximada al join,
logrando una respuesta rapida y de buena calidad.

PostgreSQL es el primer sistema de base de datos
que permite realizar consultas por similitud sobre
algunos atributos, particularmente indexacién para
busquedas de k-vecinos mas cercanos (KNN-GiST
indexes). Estos indices pueden ser usados sobre tex-
to, comparacidon de ubicacién geoespacial, etc.. Sin
embargo, los indices K-NN GiST proveen plantillas
para indices con estructura de arbol balanceado (B-
tree, R-tree), aunque el balance no siempre es bueno
para los indices que se utilizan en bisquedas por si-
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militud [5]. Ademaés, no se dispone de este tipo de
consultas para todo tipo de datos métricos. Asi, es
importante proveer un DBMS para bases de datos
métricas que maneje todos los posibles datos métri-
cos y las operaciones de interés sobre ellos [11].

3. Resultados

Se ha comprobado experimentalmente que las es-
trategias de “buffering” mejoran el desempefio en
un indice dindmico [10]. Se seleccioné el Arbol de
Aproximacién Espacial Dindmico (DSA-tree) [13] y
se obtuvo una mejora sisteméatica en los costos de las
consultas. En particular, se verifico que el DSAT es
mejor que su versidn estatica [13], por dejar como
“vecinos” a objetos alejados, permitiendo asi avan-
zar en la exploracién espacial a “pasos mas gran-
des”, obteniendo asi el DiSAT [7].

Se implementaron dos versiones: DSACL*-tree
y DSACL+-tree, que trabajan con grandes volime-
nes de datos, por haber sido disefiadas para memoria
secundaria y que mostraron ser competitivas contra
otras estructuras disefadas para tal fin [4]. Se espera
lograr una implementacién paralela eficiente de es-
tos indices. Se ha logrado mayor eficiencia en otros
indices [12, 14] gracias al uso de técnicas paralelas.

4. Formacion de Recursos

Para contribuir al desarrollo de sistemas de recu-
peracion de informacién multimedia, se estdn capa-
citando los siguientes investigadores:

Tesis de Doctorado en Cs. de la Computacion: un
integrante se encuentra definiendo su plan de doc-
torado sobre disefio y optimizacién de indices, para
aplicaciones de mineria de datos multimedia.

Tesis de Maestria en Cs. de la Computacion: una
sobre indices dindmicos para blisqueda eficiente en
memoria principal, dos sobre indices dindmicos efi-
cientes para datos masivos: una que aplica técni-
cas de computacidn de alto desempefio (con beca de
posgrado-UNSL) y la otra s6lo aplicando optimiza-
ciones considerando la jerarquia de memorias, y una
sobre un DBMS para bases de datos métricas.
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Resumen

El siguiente articulo presenta una linea de
investigacion que tomo identidad propia a
partir del afo 2011, como resultado de
actividades previas relacionadas con la
aplicacion de herramientas y técnicas de
inteligencia de negocio a datos almacenados
en los sistemas académicos de gestion
universitaria, que se utilizan para la operativa
diaria en las unidades académicas. Todos
ellos basados en software libre o con acceso.
El cruce con la informacion relevada de la
actividad de los estudiantes en las redes
sociales abre un campo de investigacion muy
interesante, para analizarla en conjunto con su
desempefio académico, su comportamiento
en las Plataformas Virtuales de Aprendizaje,
en el uso de la biblioteca, etc.

Este andlisis permitird analizar el perfil del
estudiante de la Facultad de Informatica de la
UNLP, carreras y planes de estudio
implementados, la actividad de los docentes
en relacion al desenvolvimiento de las
materias que dictan, permitiendo realizar
acciones para resolver distintas situaciones
identificadas a partir de datos confiables y
fiables.  Esta linea de investigaciéon ha
promovido la propuesta de dictado de una
materia optativa relacionada con el tema a
partir del afio 2011, con amplia aceptacion por
parte de los estudiantes y una tesina de
Licenciatura.

Palabras clave: Inteligencia de Negocios,
Sistemas de Gestion Académica, Redes
Sociales

Contexto

El Laboratorio de Investigacion en nuevas
Tecnologias Informaticas de la Facultad de
Informatica de la Universidad Nacional de La
Plata incluye dentro de sus lineas de
investigacion el area de Anadlisis de la
Informacion. Esta area intenta dar respuesta a
la creciente demanda de analistas de
informacion que permitan generar
conocimiento a partir de los sistemas de
gestion operativa que se utilizan hoy en dia en
toda organizacion, con distintos fines.

En particular, en la Facultad de Informatica se
utiliza el sistema SIU Guarani desde el afio
2005, gestionando la informaciéon académica
de mas de 4.151 alumnos en el ano 2011, mas
de 700 ingresantes y graduados segln el
Anuario Estadistico de la UNLP[1] EI
proyecto de Data Warehouse del Ministerio
de Educacion de la Nacion [2] provee un
sistema de analisis de informacion de sistemas
académicos, basado inicialmente en O3 [3] y
en Pentaho BI [4], una solucidon open source
para inteligencia de negocios.

Asimismo se utiliza el sistema de codigo
abierto Moodle [5] para la gestion de cursos
virtuales que complementan la actividad
presencial. Este sistema est4 integrado con el
sistema SIU Guarani a través de una interfaz
comin, que facilita la gestion de las
inscripciones a trabajos practicos entre ambos
sistemas. Este desarrollo fue  propuesto
inicialmente por el Consorcio SIU del
Ministerio de Educacion de la Nacion [6], y la
integracion con Moodle 2 fue desarrollada por
el equipo de implementacion de Sistemas
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Académicos del Centro Superior para el
Procesamiento de la Informacién [7] de la
UNLP. El sistema Moodle se utiliza en la
Facultad desde el afio 2005, incluyendo mas
de 310 cursos y mas de 14000 usuarios. Puede

consultarse a traveés de
http://catedras.info.unlp.edu.ar,

http://cursos.linti.unlp.edu.ar y
http://postgrado.linti.unlp.edu.ar La

informacion almacenada en este sistema
involucra entregas de tareas, participacion en
los foros, acceso a los diferentes recursos y
demas registros los cuales, al cruzarlos con el
desenvolvimiento académico pueden resultar
en datos significativos para la toma de
decisiones de los directivos de la Facultad.
Por otra parte, para la gestion de la biblioteca
se utiliza el sistema de software libre Meran
[8], desarrollado por el equipo de desarrollo
del CeSPI a partir de Koha [9], el sistema de
SL  para la gestion de bibliotecas
implementado en distintas facultades de la
UNLP a partir del afio 2003. Este sistema
permite gestionar los procesos bibliotecarios y
los servicios a los usuarios, como estantes
virtuales para las catedras, la posibilidad de
votar un libro o dar recomendaciones. Todo
esto integrado también al sistema SIU
Guarani.

Finalmente, la Facultad de Informatica de la
UNLP esta haciendo uso también de las redes
sociales para poder llegar a los distintos
sectores de la sociedad que estdn vinculados
con ella y de esta manera realizar una mejor
difusion de las actividades que se llevan a
cabo. En particular dispone de un perfil en
Facebook,
http://www.facebook.com/facultad.informatic
aunlp y distintas cuentas de difusion
académica como @InformaticaUNLP con
mas de 1100 seguidores, @infounlp con mas
de 500 seguidores entre otras. Ademas ciertas
catedras  utilizan estos canales para
comunicarse con sus estudiantes, como la
catedra de Algoritmos y Estructuras de Datos
@ayed fi, Introduccion a los Sistemas
Operativos @iso_info_unlp con més de 100
seguidores, Sistemas Operativos, Tecnologias
Aplicadas a Business Ingelligence
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@catedraBI con mas de 20 seguidores, entre
otros.

Como se puede observar, se cuentan con
distintas fuentes de informacién relacionadas
con el mismo sujeto, el estudiante, que
consolidadas en Unico repositorio permitira
realizar andlisis transversales, que sirvan de
insumo a grupos interdisciplinarios con
distintos perfiles.

Introduccion

Business Intelligence, es la habilidad para
transformar los datos en informacién, y la
informacion en conocimiento, de forma que
se pueda optimizar el proceso de toma de
decisiones en los negocios. Asociandolo
directamente con las tecnologias de la
informacion, podemos definir Business
Intelligence como el conjunto  de
metodologias, aplicaciones y tecnologias que
permiten reunir, depurar y transformar datos
de los sistemas transaccionales e informacion
desestructurada (interna y externa a la
organizacion) en informacidon estructurada,
para su explotacion directa (reporting, analisis
OLTP / OLAP, alertas...) o para su analisis y
conversion en conocimiento, dando asi
soporte a la toma de decisiones sobre el
negocio[ 10]. Por su parte, un Data Warehouse
se constituye como una parte fundamental de
BI que surge a partir de la necesidad de las
organizaciones de contar con informacion
homogénea y confiable, en forma global e
integrada. Facilitan la construccion vy
mantenimiento de datos estructurados que
permiten realizar analisis de los datos en un
entorno diferente al operacional. Este andlisis
promueve la transformacion de los datos en
informacion 'y la  informacién  en
conocimiento.[11]

Asimismo, la tendencia en el avance de la
tecnologia que ha abierto las puertas hacia un
nuevo enfoque de entendimiento y toma de
decisiones, la cual es utilizada para describir
enormes cantidades de datos (estructurados,
no estructurados y semi estructurados) que
tomaria demasiado tiempo y seria muy
costoso cargarlos a un base de datos
relacional para su andlisis. De tal manera que,
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el concepto de Big Data aplica para toda
aquella informacién que no puede ser
procesada o analizada utilizando procesos o
herramientas tradicionales. Esta tecnologia se
encuentra en pleno desarrollo, encontrando
soluciones open source que es necesario
estudiar e investigar en forma sistmatica para
obtener resultados comparativos que sean de
utilidad. Podemos mencionar aqui
herramientas que realizan analytics en
memoria, por ejemplo el streaming processing
que realizan empresas como Linkedin,
Groupon a través de aplicaciones como
Storm[12] y Kafk[13]; o Drill[14] vy
Dramel[15] para la exploracion de datos.
D3[16] es otra aplicaciéon muy poderosa para
crear tableros interactivos en forma rapida y
eficaz visualmente.

Analizar y aplicar tecnicas y estrategias,
evaluar distintas herramientas de software
libre disponibles en el marcado, relacionadas
con Bl y Big Data es la propuesta principal
de este trabajo.

Asimismo, el estudio de las mismas requieren
conocimientos previos de bases de datos
basico. Es interesante entonces trabajarlos
también con estudiantes de  grados
avanzandos de la carrera, que hacen uso de
buscadores de internet, de libros en linea, de
las redes sociales como herramienta
motivador y que permita reflejar emociones,
compartir y aplicar técnicas del aprendizaje en
red, reflexionando asimismo sobre su propio
aprendizaje. El conectivismo como teoria de
aprendizaje[17][18] y la aplicacion de
técnicas de learnign analytics[19] se
constituyen como ultimas tendencias en
educacion[20], sobre las que es necesario
reflexionar y hacer experiencias que reflejen
la forma de aprender de nuestros estudiantes.

Lineas de
Desarrollo

Investigacion y

La tarea de investigacion que estamos
llevando a cabo comprenden varias lineas de
trabajo todas ellas en el area de Inteligencia
de Negocios y en el aprendizaje de estas
tematicas.
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Por un lado, aplicar distintas metodologias
para la constitucion de un Data Warehouse
que soporte las distintas estrategias y técnicas
para obtener conocimiento a partir de los
datos almacenados en distintos sistemas. Que
contemple la informacion de todas las fuentes
de informacion mencionadas previamente. La
construccion de un DW involucra una serie de
actividades relacionadas con distintas técnicas
para la Extraccion, Transformacion y Carga
soportadas por distintas herramientas como
Kettle de Pentaho BI, Spago BI [21], entre
otras. La naturaleza del negocio determina los
requerimientos de los usuarios que en este
caso estan relacionados con rendimiento
académico, comportamiento en entornos
virtuales y redes sociales.

Respecto al primer punto, rendimiento
académico, se esta trabajando en los cubos de
analisis de informacién provistos por el
Ministerio de Educacion de la Nacidn, asi
como también en el disefio e implementacion
de un cubo de desgramiento por cohorte que
permitan abordar la problematica de desercion
en la Facultad y se puedan definir distintas
politicas o estrategias para trabajarla.

Durante el afio 2011 y 2012 se trabajé con la
Facultad de Ingenieria de la UNLP,
intentando dar respuesta a los requerimientos
referidos al andlisis del rendimiento de
determinadas materias, cohortes, docentes y
anos académicos. El trabajo realizado
permitié6 a la Facultad realizar un analisis
pormenorizado de sus alumnos a lo largo de
la carrera y trabajar en conjunto con el MEN
para lanzar el Plan Estratégico de Ingenieria
2012 - 2016 [22]

El trabajo conjunto con la Facultad de
Ciencias  Ecnondémicas ha  permitido
implementar programas como de
caracterizacion de  aspirantes 'y  del
seguimiento del graduado, para el diagnostico
y comprension de las caracteristicas de los
alumnos de esta Facultad. [23]

Por otro lado, la aplicacion de técnicas de
mineria de datos permitira identificar los
diferentes perfiles de los estudiantes y
egresados, ayudando a comprender mejor su
comportamiento en las plataformas virtuales y
las redes sociales, para implementar
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propuestas educativas que los asistan para
completar sus estudios, con el objetivo de
disminuir la desercion en las carreras de
Informatica  [24]. El grado de
aprovechamiento de la informacién minada
por parte del usuario final depende en gran
medida de una correcta visualizaciéon y una
interfaz amigable de interaccion por este
motivo se prevé el desarrollo de aplicaciones
ad hoc para facilitar las consultas de los
usuarios finales. Distintas herramientas de
mineria brindan librerias que se integran con
entornos de desarrollo para simplificar esta
tarea.

La aplicacion de técnicas y el analisis y uso
de herramientas de Big Data se constituye
como otra linea de investigacion por si
misma. Durante el afio 2012 en la materia
Tecnologias  Aplicadas para  Business
Intelligence se introdujo el tema y los
alumnos investigaron sobre las distintas
herramientas, profundizando sobre una de
ellas. El trabajo realizado se puede consultar
en http://www.facebook.com/catedrabi.unlp.
Poder extender el andlisis a datos de toda la
universidad y facilitar la integracion las bases
de datos abiertas de organismos publicos
permitird aplicar las técnicas y herramientas
analizadas sobre esta tematica. Analizar el
comportamiento de los estudiantes en las
redes sociales constituird otro caso de estudio.

El uso de redes sociales para la ensefianza de
TI con alumnos avanzados permite realizar
primeras experiencias en la aplicacion de
nuevos paradigmas educativos, como el
conectivismo y el aprendizaje en red [25].

Resultados y Objetivos

Entre los objetivos planteados podemos
mencionar:

* Brindar herramientas que favorezcan
la toma de decisiones gerenciales
trabajando para la mejora continua que
se vean reflejados en cambios
permanentes para la institucion.
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» Transformar toda la informacién
contenida en los sistemas
operacionales, sobre los cuales se tiene
acceso, de wuna manera rapida,
consistente, integra y confiable,
colaborando con ayudar a los
directivos para propiciar mejoras en
las ofertas educativas y los servicios
ofrecidos por la institucion.

* Analizar herramientas para aplicar
técnicas de data analytics y Big data
sobre las redes sociales, como Netvizz
[26], Google Analytics y Gephi [27]

* Innovar en el dictado de materias de
anos avanzados de la carrera acorde a
los nuevos paradigmas educativos y
formas de comunicarse de la sociedad.

Entre los resultado obtenidos al momento
podemos mencionar que se ha afianzado el
dictado de la materia optativa “Tecnologias
Aplicadas a BI” dado que la matricula va en
aumento y se incorporaron dos colaboradores
en este ultimo afio. Asimismo la tasa de
asistencia es alta lo cual es significativo en
alumnos que son activos laboralmente en un
80%.

Se han realizado convenios de capacitacion
sobre la tematica con organismos publicos
provinciales, como la Direccion Provincial de
Sistemas de Informacion y Tecnologia de la
provincia de Buenos Aires.

Se trabaja en conjunto con el Ministerio de
Educacion de la Nacion en el desarrollo de
nuevos cubos e implementacion sobre
sistemas de SL.

Formacion de Recursos

Humanos

La capacitacion permanente en temas
relacionados con la temadtica ha permitido
afianzar el grupo de trabajo de 2 profesores, 1
ayudante y 2 colaboradores, que en conjunto
aprenden y colaboran en la experimentacion y
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construccion de casos de estudio. El trabajo
conjunto con el personal del Centro Superior
para el Procesamiento facilita y promueve la
implementacion de las técnicas y estrategias
propuestas.

Se encuentran en desarrollo una tesina de
Licenciatura en Informdtica denominada
Aplicacion de técnicas y estrategias de
Inteligencia de  Negocio (BI) para
analizar/integrar informacion de los alumnos
de la Facultad de Informatica de la UNLP. Y
se trabaja con distintos alumnos interesados
en realizar su tesina sobre la tematica.
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Resumen

La vision artificial por reconocimiento de
patrones es un concepto que permite dar vision
de mayor calidad, ver en tiempo real y seguir
objetos. Dependiendo de su posicion,
orientacion o tamafio, un objeto puede generar
millones de imagenes diferentes, lo que
dificulta su identificacion.

Las caracteristicas topologicas de un objeto
pueden estudiarse por medio de un analisis de
los bordes. Convexidad, concavidad,
curvatura, puntos extremos pueden detectarse
siguiendo los puntos frontera del objeto, y en
su conjunto permiten identificar el mismo.
Estos patrones del borde tienen relacion con su
ubicacion dentro del borde del objeto, y
también con la inclinacion y escala del mismo.
Dotando a una imagen digital de una topologia
y aprovechando las propiedades invariantes, se
estudian estrategias de reconocimiento de
formas.

Palabras claves
Topologia digital, vision artificial, invariantes
geomeétricos, reconocimiento de patrones.

Contexto
El proyecto presentado comenzé en agosto de

2011. Se desarrolla en el Centro de Altos
Estudios en Tecnologia Informatica (CAETI),

dependiente de la Facultad de Tecnologia
Informatica de la Universidad Abierta
Interamericana (UAI). Los proyectos de
investigacion que se desarrollan en el CAETI
se organizan en 5 lineas tematicas
identificadas como prioritarias. El proyecto
aqui presentado se enmarca en la linea
prioritaria de Algoritmos y Software. Esta
linea se orienta al disefio de software
atendiendo el creciente aumento en la
complejidad de las tareas a resolver,
manteniendo calidad, tiempos y costos
controlados. Con mejores herramientas, se
alcanza mayor complejidad del software que
se construye y son mas demandantes los
requerimientos que debe cumplir. Es esperable
que la tendencia en cuanto al ritmo de
crecimiento de la complejidad del software y
la dependencia que las empresas, el estado y la
sociedad en general tienen sobre los servicios
provistos por software continuara en las
proximas décadas.

En definitiva, la investigacion, transferencia,
innovacién y capacitacion en el area de
algoritmos y software es fundamental para
poder acompafiar las necesidades de
produccion, operacion y mantenimiento de
software en los proximos anos.

Introduccion

El reconocimiento de patrones especificos
para la identificacion de un objeto dentro de
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una imagen hace que el proceso de visién
artificial sea mucho mas eficiente, permitiendo
incrementar la calidad de vision, trabajar en
tiempo real o bien reducir los requisitos
tecnoldgicos para crear un sistema de vision.
El desarrollo de esta tecnologia abre nuevas
ventanas en los procesos de automatizacion:
identificacion 'y conteo de vehiculos,
seguimiento de objetos en movimiento,
deteccidén de fuego sin utilizacién de sensores
de temperatura, diferenciacion de formas
humanas y animales en alarmas perimetrales,
lectura de chapas patentes, dactiloscopia,
diagnostico médico por imagenes, etc.

Dado que las imagenes digitales, sobre todo en
secuencias de tiempo real, involucran una alta
cantidad de informacion digital, no es
razonable aplicar métodos basados en analisis
pixel a pixel, que requeririan tiempos
computacionales incompatibles con el tiempo
real. Es fundamental el disefio de algoritmos
eficientes que puedan realizar tareas de
reconocimiento de objetos manejando sélo la
informacién necesaria de la imagen. Tratar a
ciertos pixeles que conforman un objeto dentro
de una imagen como un conjunto, y detectar
sus propiedades topoldgicas es un enfoque
simple que ha demostrado ser altamente
efectivo cuando se pretende interpretar
automaticamente el contenido de una imagen.
Las aplicaciones de visiéon artificial se
sostienen en el concepto matematico de
topologia digital (Eckhardt, Latecki, 2003). La
topologia digital ha demostrado ser un marco
tedrico adecuado para el andlisis de objetos
dentro de imagenes digitales, desde su
concepcidn a inicios de la década de 1970. En
este contexto se aplica el Teorema de curvas
de Jordan en el plano digital, que afirma que
toda curva simple cerrada contenida en un
conjunto conexo separa al conjunto en dos
subconjuntos: su interior 0 agujero y su
complemento o fondo. Este teorema requiere
las nociones topologicas de vecindad,
adyacencia, camino, conectividad, arco y
curva. El teorema de curvas de Jordan permite
separar un objeto del resto de la imagen digital
en la que se encuentra inmerso. Los trabajos
en el area de topologia digital y geometria
digital de Eckhardt y Latecki (1994) y Latecki
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et al. (2000) han marcado una clara guia en
esta linea.

En la préactica, se aplica un algoritmo para
demarcar la curva que representa el borde o
frontera de un objeto dentro de una imagen
digital. El algoritmo permite localizar los
puntos de un conjunto conexo que limitan con
su complemento y los del complemento que
limitan con el conjunto, conformando asi la
frontera del mismo (Kamlofsky, 2011).

Gross y Latecki (1995) proponen un conjunto
de patrones de frontera que no se deforman en
el proceso de digitalizacion, y demuestran que,
bajo ciertas condiciones, son los Unicos
patrones locales que pueden ocurrir. Esto
permite estudiar propiedades geométricas del
objeto digitalizado (convexidad, curvatura) y
detectar ruido.

Un concepto clave en el estudio geométrico de
imagenes digitales es el de curvatura. Se han
sugerido varias generalizaciones de la
definicion de curvatura proveniente de
geometria diferencial a la geometria digital.
En particular, en Liu et al. (2008) se plantea
medir la curvatura en imagenes digitales
basandose en una funcion altura medida con
una rotacion de ejes. Este nuevo concepto
coincide con la definicion estandar de
curvatura en curvas suaves cuando el nimero
de alturas es suficientemente alto, y coincide
con el concepto de angulo de giro en una
curva poligonal.

La tarea siguiente consiste en definir qué tipo
de objeto tiene a esa curva por borde,
analizando las propiedades geomeétricas del
mismo. Estas se pueden comparar con ciertos
patrones previamente recopilados,
identificando de este modo al objeto en
cuestion.

Pero estos patrones estan relacionados con la
posicion, angulo de inclinacion y tamafio del
objeto. Pueden tenerse patrones almacenados
en memoria, en diferentes posiciones, tamafios
0 inclinaciones, o bien, mas logica y
eficientemente, puede guardarselos en una
Unica posicion, tamafio e inclinacion.

La tecnologia de visidn por reconocimiento de
patrones utiliza el concepto de voting para
decidir acerca de a qué objeto corresponde la
imagen analizada (van Erp et al., 2002).
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Mediante voting se compara la imagen con
patrones y se decide con cual se identifica,
midiendo la similitud entre el objeto y los
patrones candidatos.

Para esta  comparacion, se  aplican
transformaciones geométricas en los objetos.
Wau et al. (2010) proponen un modelo de base
activa para representar clases de objetos, junto
con un algoritmo de aprendizaje y
reconocimiento de  patrones.  Sugieren
representar el borde de una clase de objetos
por una base de elementos en determinada
posicion y orientacion. En la etapa de
aprendizaje, los elementos de la base son
seleccionados y aplicados a plantillas de
aprendizaje, perturbando levemente su
posicidn 'y orientacion, ajustando estos
parametros a la imagen. Finalmente, se
propone un esquema de deteccion 'y
reconocimiento.

La identificacion de formas en general se basa
en una medida de similaridad con los patrones
existentes en una base de datos. Muchos
investigadores han propuesto medidas de
similaridad, o distancias entre formas, que
tienen en cuenta la distancia interna (Ling y
Jacobs, 2007), partes visualmente
significativas (Latecki y Lak&mper, 2000),
entre otros.

Enfoques actuales proponen técnicas de
aprendizaje de similaridad, para mejorar la
performance de reconocimiento. Estos se
basan en propagacion en vecindades lineales —
LNP- (Wang et al. 2006), aprendizaje multi-
visual (Brefeld y Buscher, 2005), modelos
generativos (Lawrence, Jordan, 2004), entre
otros.

En otra linea de investigacion, se estudian
transformaciones de imagenes digitales que
preservan las  propiedades  topoldgicas
(conexidad, agujeros, etc). Estas
transformaciones abarcan afinamiento
mediante la eliminacion de puntos simples, o
conjuntos simples, segmentacion basado en
atlas, etc. (Faisan et al., 2008; Passat et al.,
2009)

Lineas de Investigacion y Desarrollo
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Dos estrategias para identificar y seguir
objetos en movimiento son usadas: analisis de
los bordes del objeto y analisis de sus
esqueletos. En ambos casos, sélo se analiza
una pequefia cantidad de informacion
(pixeles), pero ese conjunto de puntos
obtenidos mantiene propiedades topologicas
respecto del conjunto original.

Los puntos del objeto que son adyacentes al
complemento constituyen el borde del objeto.
Dicho borde puede verse como una curva
digital simple cerrada. Este subconjunto es de
gran interés en el analisis de objetos dentro de
imagenes, ya que muchas caracteristicas
(convexidad, dimensiones, agujeros, etc.)
pueden estudiarse por medio de ese
subconjunto.

Luego de recorrer la frontera de un objeto en
una imagen digital, la tarea siguiente consiste
en identificar qué tipo de objeto tiene a esa
curva por borde, analizando las propiedades
geométricas del mismo. Esta identificacion
puede llevarse a cabo por comparacion con
ciertos patrones previamente recopilados y
estandarizados. Dado que cada patron se
guarda en una determinada posicion y escala,
se requiere modificar la imagen analizada (o
su frontera) mediante transformaciones
geométricas, de modo que mantenga las
propiedades de su geometria intrinseca
(conexion, agujeros, convexidad, concavidad,
puntos de curvatura maxima y minima, puntos
de inflexion, etc).

Se pretende profundizar el estudio del
comportamiento de curvas digitales mediante
transformaciones geométricas, el efecto de
éstas sobre las caracteristicas topoldgicas y
geométricas, a fin de determinar cuales son
factibles de ser aplicadas. Los resultados
teoricos  obtenidos  fundamentaran  un
algoritmo de reconocimiento de imagenes, que
sera disefiado e implementado para tal fin.

El proceso de digitalizacion, y el sistema de
adquisicion de la imagen generan ruido, que
tiene una presencia notoria en las fronteras de
los objetos donde aparecen formas de dientes
de serrucho. Esto dificulta su estudio, ya que
el analisis de bordes por geometria diferencial
requiere el analisis de longitud, rectitud,
curvatura, convexidad, caracteristicas que se
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ven afectadas por las irregularidades del
borde, producto del proceso de digitalizacion y
adquisicion de imagen. Es necesario eludir la
influencia del mencionado ruido, a fin de, por
un lado, reconocer eficientemente el objeto, y
por otro, optimizar el uso de memoria, y no
ocuparla con datos superfluos.

Resultados y objetivos

El proyecto pretende avanzar en el desarrollo
tedrico de topologia digital, especificamente
estudiando procesos de discretizacion y su
efecto sobre las caracteristicas geométricas del
objeto, y cOmo estas caracteristicas se
mantienen 0 no en un proceso de
transformacion geométrica (rotacion, escala,
perspectiva). Y desde el punto de vista
practico, enfocando hacia las aplicaciones
concretas, se pretende disefiar e implementar
un algoritmo que, dado un objeto en una
imagen digital, lo transforme en un objeto
equivalente  (aprovechando  propiedades
invariantes de la topologia) a fin de facilitar la
identificacion del objeto mediante
comparacion con patrones.

A fin de suavizar y simplificar la curva de
borde, se disefio un algoritmo para aproximar
una curva digital por un poligono, con
tolerancia de error variable.

Asi, el borde se reduce ahora a un conjunto de
puntos que son los vértices del poligono
aproximante, lo que brinda una enorme
ganancia en capacidad de procesamiento.

Con tolerancias muy pequefias, se generan
poligonos de muchos Vértices y una mejor
aproximacion. En el caso limite de tolerancia
cero, los vértices del poligono son casi todos
los puntos de la curva. Con tolerancia mas
grandes se obtienen poligonos de menos lados
pero una aproximacion menos ajustada.

Como preprocesamiento de este algoritmo, se
aplica un método para disminuir la cantidad
de puntos de la curva, sin perder informacion.
Este preprocesamiento consiste en detectar
sucesiones de puntos de borde que estan sobre
una recta (conjunto de ancho cero) y eliminar
los todos esos puntos, excepto los extremos.
Luego, con la tolerancia deseada, se elimina
puntos que estan casi alineados.
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Teniendo un poligono que aproxima una curva
digital, se puede aproximar la curvatura en
cada parte de la curva mediante los angulos de
giro en los vértices del poligono. La sucesion
de angulos de giro muestra un patron
especifico de la forma analizada, y es
invariante a la escala y rotacion. Ademas,
ciertas caracteristicas que se pueden detectar
con dicho patréon son invariantes frente a
movimientos de perspectivas (puntos de
inflexion, puntos de curvatura maxima, bordes
rectos, etc.). El patron normalizado luego se
compara con patrones de objetos conocidos, se
mide la similaridad, y se reconoce cual es el
objeto en la imagen.

Formacion de recursos humanos

Este proyecto bianual se desarrolla bajo la
direccion de la Dra. Maria Lorena Bergamini.
Actualmente el equipo se completa con el
investigador Licenciado Jorge Kamlofsky y
Luciana Klacherian (estudiante de
Licenciatura en Matematica - UAL).

La tesis de grado de Kamlofsky con la que
accedio al titulo de Licenciado en Matematica,
y dirigida por la Dra. Samira Abdel Masih y el
Ing. Nestor Balich, sirvio de investigacion
alentadora del proyecto aqui presentado.
Luciana Klacherian, con la direccion de la
Dra. Bergamini, se encuentra desarrollando su
tesis de Licenciatura, en la que estudia
caracterizaciones de rectas digitales 'y
segmentos de rectas digitales. Se estima que
en mayo de este afio finalizara dicha tesis.
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Ontologias y Semantica en el Proceso de Visualizaciéon

Martin L. Larrea, Sebastian Escarza, Dana K. Urribarri y Silvia M. Castro
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Resumen

La Visualizacién como érea se encuentra
en un estado en el cual existe un consenso
parcial acerca de sus principales conceptos.
Sin embargo, atin no se ha alcanzado un
estado de madurez suficiente en el drea y el
establecimiento de un vocabulario formal
comun sigue siendo un objetivo pendiente.

Esta linea de investigacién tiene como
objetivo crear un modelo de visualizacién
que considere la semdntica de los datos, del
contexto y de las etapas del “Modelo
Unificado de Visualizacion” (MUV) para
poder asistir al usuario en el seteo de los
parametros de la visualizacion logrando asi
una mejor representacion visual. Este nuevo
modelo, que se presenta como una
extension del MUYV, debera formalizar el
modelo de referencia mediante una
Ontologia de Visualizacion, incorporar una
Ontologia de Datos e incorporar una capa
de inferencia que le permita derivar nueva
informacion, a partir de la ya conocida.
Palabras clave: Ontologia, Representacion
Formal, Visualizacion ~ basada  en
semdntica, Visualizacion.

Contexto

Este trabajo contintia la linea presentada
en [LEUCI12] y se lleva a cabo en el
Laboratorio de Investigacion y Desarrollo
en Visualizaciéon y Computaciéon Grafica
(VyGLab) del Departamento de Ciencias e
Ingenieria de la Computaciéon de la
Universidad Nacional del Sur.

La linea de Investigacidn presentada esta
inserta en el proyecto y “Representaciones
Visuales e Interacciones para el Andlisis
Visual de Grandes Conjuntos de Datos”

(24/N020), dirigido por la Doctora Silvia
Castro y , financiado por la Secretaria
General de Ciencia y Tecnologia de la
Universidad Nacional del Sur; y acreditado
por la Universidad Nacional del Sur, Bahia
Blanca.

Introduccion

Actualmente existe un gran nimero de
modelos de referencia en Visualizacion
[CM97, Chi00, Shn04, BNO7] que, de
diversas maneras, han identificado y
delineado los principales componentes y
procesos que sufren los datos para ser
visualizados. En particular, en el seno del
VyGLab hemos estado desarrollando el
Modelo Unificado de Visualizacion (MUYV)
[MCFEO3], un modelo que constituye un
marco conceptual de referencia en términos
del cual ubicar los procesos y estados
intermedios de los datos y definir las
interacciones explicitamente.

Si bien estos esfuerzos por compilar,
caracterizar y clasificar los aspectos mads
relevantes del drea han sido y siguen siendo
fructiferos, ain no existe un consenso
definitivo que permita consolidar una teoria
de base en Visualizacion.

La incorporaciéon de una semdntica bien
definida en el proceso de Visualizacién ya
ha sido identificada como una necesidad
[DBD*05, VO04, CEH*09] en el sentido
que permitiria formalizar dicho proceso,
estableciendo un vocabulario comin que
permita a los wusuarios plantear sus
requerimientos, y a los disefiadores de
herramientas de visualizacion, expresar las
transformaciones de los datos desde su
obtencién hasta la construccion de la vista,
las operaciones que deben proveerse y las
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formas de interaccion posibles entre los
usuarios y la visualizacion

Para  lograr una  formalizacion
consensuada del proceso de Visualizacion,
es preciso describir axiomadticamente el
marco de referencia provisto por los
modelos mencionados anteriormente. En
este contexto, las ontologias surgen como
una herramienta natural para estos fines.

Un ejemplo de los beneficios de la
formalizacion del proceso de visualizacién
se encuentra en la formalizaciéon de los
tipos de datos, es decir una Ontologia de
Datos. Contar con una ontologia que
clasifique los conjuntos de datos a
visualizar es una guia que asiste a la hora de
elegir la técnica de visualizacién apropiada
para determinado conjunto de datos. En la
literatura es posible encontrar taxonomias,
una versiéon menos formal de la ontologia,
de datos pero no son presentadas desde un
punto de vista de visualizacién.

Por otro lado, el desafio de wuna
visualizacién es encontrar una metifora
visual que permita entender y percibir en
forma efectiva un conjunto de datos. Para
este propdsito es util contar con
cuantificaciones de diferentes aspectos de
cada técnica de visualizacion. Una
visualizacién debe proveer también un
conjunto de interacciones a partir de las
cuales el usuario explorard el conjunto de
datos con una minima carga cognitiva. La
tecnologia computacional actual permite la
exploracion de grandes conjuntos de
informacién. Por un lado, esta situacion es
extremadamente util pero la creciente
cantidad de informacién genera una
sobrecarga cognitiva. Mientras que el poder
computacional ha crecido en forma
exponencial, la habilidad para interactuar
con dichos datos solo se ha incrementado
en forma lineal.

Hoy en dia, una gran variedad de
usuarios acceden, extraen y muestran
informacion que estd distribuida sobre
diferentes puntos, con diferentes tipos,
formas y contenidos. En muchos casos, el
usuario debe tener un control activo sobre
el proceso de visualizacion pero, ain en

XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION

2013 - PARANA — ENTRE RIOS

este caso, es dificil obtener una
visualizacién efectiva. Es comin que Ia
informacion que se desea representar no
tenga una manifestacién visual obvia, ante
esta situacion el proceso de mapeo del
conjunto de datos a la vista puede llegar a
ser no trivial [CMTO1].

Lineas de Investigacion y
Desarrollo

Este trabajo presenta tres ejes de
investigacion las cuales se entrelazan y
tienen varios puntos en comun. Tales ejes
son:

1. “Formalizacion del proceso de
Visualizacion mediante el uso de
Ontologias”.

2. “Caracterizaciéon de Conjuntos de
Datos™.

3. “Caracterizacién de Técnicas de
Visualizaciéon”.

4. “Visualizacién
Semantica”.

Basada en

Formalizacion del Proceso de
Visualizacion mediante el uso
de Ontologias

Este eje es una continuacién directa de la
linea de investigaciéon presentada en
ediciones anteriores de este Workshop
[ECM10], en la cual se plantea la necesidad
de definir una Ontologia de Visualizacion y
de brindar soporte a dicha especificacion
formal a través de una plataforma de
software que facilite la integracién de los
diversos componentes.

Este trabajo integra el uso de ontologias
en Visualizacion. Las ontologias, si bien se
originaron hace tiempo en el area de
Representacion del Conocimiento, han
cobrado nueva relevancia con el
surgimiento de proyectos como la Web
Semdntica. A raiz de ello, numerosos
estindares han sido definidos. Especifi-
caciones como RDF, RDF Schema y OWL
(el Lenguaje de Ontologias de la Web)
permiten definir vocabularios estructurados
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que modelan jerarquias de herencia entre
conceptos, relaciones, restricciones 'y
reglas, que permiten un tratamiento mas
riguroso del conocimiento al poseer una
semdntica formal asociada.

En cuanto a la integracién de semadntica
en visualizacién, ain no se cuenta con
abordajes sistemdticos al problema y se
identifican dos enfoques principales. Por un
lado, se utilizan representaciones formales
para mejorar la integracidn, consulta y
descripcién de los datos del usuario como
una forma de enriquecer la visualizacién, y
por el otro, trabajos mas relacionados con el
que proponemos utilizan descripciones
semanticas, aunque en principio algo
limitadas, del proceso de visualizacion en si
mismo para ayudar al usuario en la
definicién y configuracién del mismo y en
la seleccion de una técnica de visualizacion
apropiada.

Caracterizacion de Conjuntos de
Datos

Este eje se centra en el desarrollo de una
clasificacion de los conjuntos de datos
orientada a la  visualizaciéon. Esta
clasificacion debe brindar suficiente
informacién  sobre cudles son las
caracteristicas con las que debe contar la
técnica de visualizaciéon que se emplee
para visualizar cada categoria de datos.

El desafio es encontrar métricas que, no
s6lo permitan evaluar en forma lo mas
sencilla posible cada uno de los aspectos
importantes a tener cuenta, sino que
también  permitan una clasificacion
conveniente de los datos.

Caracterizacion de Técnicas de
Visualizacion

Si bien a la hora de visualizar conjuntos
de datos pequefios la mayoria de las
técnicas resultan adecuadas, la situacion
cambia cuando se quieren visualizar
grandes conjuntos de datos: una mala
eleccion de la técnica a utilizar o de sus
atributos y el resultado obtenido puede no
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ser satisfactorio. Una posible soluciéon a
este problema es contar con alguna
herramienta que permita predecir qué
técnica es mds '"conveniente" usar para
obtener informacién de un determinado
conjunto de datos.

En este contexto se buscan desarrollar
métricas particulares para cada técnica de
visualizacién con el objetivo de caracterizar
numéricamente algin aspecto del resultado
final de la aplicacion de dicha técnica sobre
un determinado conjunto de datos.

Visualizacion Basada en Semantica

Debido a que el objetivo de una
visualizacién es lograr una representacion
que ayude al usuario a interpretar un
conjunto de datos y comunicar su
significado, es importante controlar el
mapeo de las dimensiones fisicas a las
preceptuales; un usuario inexperto podria
utilizar un mapeo incorrecto afectando
negativamente la visualizacién resultante.
Una estrategia para mejorar esta situacion
es guiar al usuario en la seleccién de los
diferentes pardmetros involucrados en la
visualizaciébn a través de informacion
semdntica.

Resultados y Objetivos

A nivel de la primera linea de
investigacion presentada, la transformacion
de los objetivos en resultados sigue las
etapas delineadas en [ECM10].

Al momento de esta publicacién se
cuenta con una definicién parcial de la
Ontologia de Visualizacion. Concreta-
mente, la arquitectura general de Ila
ontologia ya ha sido definida asi como los
principales elementos de la misma.

Adicionalmente, también se ha definido
un conjunto de conceptos destinados a
caracterizar el espacio de datos del usuario
y la representacion visual, y se continda
trabajando en la definicion de los conceptos
ontolégicos necesarios para describir el
proceso de visualizacién como una red de
etapas interconectadas, asi como en las
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definiciones necesarias para especificar las
interacciones entre el usuario y la
visualizacion.

Sobre la segunda linea presentada, hasta
el momento se han evaluado cuales son las
posibles métricas que se empelardn para
categorizar los datos. En este sentido, se
seleccionaron varias métricas globales
sobre grafos, métricas sobre tablas de
informacién y diferentes medidas de
dispersion.

La tercera linea se desprende del trabajo
realizado en la linea anterior y persigue el
desarrollo de métricas especificas para cada
técnica de visualizacion. Hasta el momento
se han analizado métricas particulares para
Scatterplots.

Finalmente, sobre la tercera linea de
investigacion, se ha logrado incluir la
semantica de los datos en el mapeo de datos
a colores en una representaciéon visual
[LMC10]. Gracias a este trabajo, esta etapa
del proceso de visualizacidén ya no requiere
de la participacién del usuario; las
decisiones de qué color usar para cada dato
se determinan a partir de un razonador
semantico.

Formacion de Recursos
Humanos

En lo concerniente a la formacién de
recursos humanos se detallan las tesis
concluidas y en desarrollo relacionadas con
la linea de investigacion presentada:

Tesis Concluidas

e Tesis Doctoral. Martin L. Larrea. Tema:
Visualizacion Basada en Semdntica.
Direccion: Dra. Silvia Castro.

Tesis en Desarrollo

e Tesis Doctoral. Sebastidn Escarza.
Tema: Ontologias de Visualizacion.
Direccion: Dra. Silvia Castro.
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e Tesis Doctoral. Dana Urribarri. Tema:
Escalabilidad Visual. Direccién: Dra.
Silvia Castro.

e Tesis Doctoral. Maria Lujan Ganuza.
Tema: Servicios Web en Visualizacion
de Informacion. Direccién: Dra. Silvia

Castro.
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Resumen

La ciudad de Bahia Blanca cuenta con
diferentes areas de valor patrimonial, dentro
de las cuales se destaca su casco
fundacional. Dada su importancia en el
proceso de desarrollo y consolidacion del
centro urbano, resulta relevante establecer
estrategias que contribuyan a la
valorizacion = de  sus = componentes
patrimoniales.

En este contexto, las nuevas tecnologias
aplicadas al turismo, permiten un mejor
acceso y mayor acercamiento a estos bienes
culturales, convirtiéndose en herramientas
elementales para su difusion. La Realidad
Aumentada y Virtual se visualizan como
dos nuevas tecnologias importantes para el
tipo de difusion planteado, ya que
posibilitan un acercamiento a los bienes
patrimoniales, de forma atractiva y
diferente a los medios convencionales de
impulsién ya conocidos. Se ha planificado,
a partir de esto, un trabajo articulado entre
el Departamento de Geografia y Turismo y
el Departamento de Ciencias e Ingenieria de
la Computacion, ambos pertenecientes a la
Universidad Nacional del Sur, y la
Direccién General de Asuntos Turisticos y
Relaciones Internacionales, de la
Municipalidad de Bahia Blanca. Este
trabajo tiene como objetivo contribuir a la
difusién del patrimonio arquitecténico y
urbano del é&rea fundacional de Bahia
Blanca, mediante la implementacion de las
nuevas tecnologias aplicadas al turismo,
como la Realidad Aumentada y Virtual.

Palabras clave: TICs, Patrimonio Cultural,
Realidad Virtual, Realidad Aumentada,
Computacioén Grdfica.

Contexto

El trabajo se lleva a cabo en conjunto,
entre el Laboratorio de Investigacion y
Desarrollo en Visualizacién y Computacion
Grafica (VyGLab) del Departamento de
Ciencias e Ingenieria de la Computacién de
la Universidad Nacional del Sur y el
Departamento de Geografia y Turismo de la
misma universidad.

Introduccion

Las Tecnologias de la Informacion y la
Comunicacion (TICs) constituyen
herramientas que admiten manipular la
informacion, permitiendo su tratamiento y
transmision, principalmente a través de la
informatica, Internet y telecomunicaciones.
Los efectos de las nuevas tecnologias tienen
repercusiones en distintos ambitos de la
vida humana, como ser la economia, el
empleo, la forma de produccién, la
educacion, entre otros.

La verdadera transformacién tecnologica
implica disponer las nuevas tecnologias
como recurso, pero mas aun, en la
posibilidad de gestionarlas y aplicarlas, lo
que da como resultado diferentes realidades
territoriales.

En efecto, la revolucion tecnolégica
consiste en “una revolucion supermoderna
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que no encuentra su poder en la
permanencia sino en la potencialidad de
ser descubierta” [1]. La relacién entre las
TICs y la ciudad se ha reflexionado desde el
siglo XX, principalmente cuando comenzo
a difundirse ampliamente el uso de Internet.
Desde la década de los 80’s, su uso se
encuentra en constante expansién por la
masificacién de usuarios y por la diversidad
de su aplicacion. Particularmente en
Argentina, a partir de los 90’s este proceso
se acentia por la difusion masiva de
Internet.

En la actualidad, el patrimonio se
enfrenta a un contexto cambiante y
complejo, basado en preceptos a escala
global, que exigen una adecuacién a las
exigencias planteadas. En este marco, entra
en juego la gestion en el patrimonio
cultural, tratando de repensar iniciativas de
puesta en valor, de acuerdo a las demandas
del macroentorno.

Este proceso de planificacion vy
asignacion de recursos, destinado a la
consecuciébn de objetivos  concretos,
adquiere caracteristicas disimiles a las de
otros tiempos, planteandose un gran
desafio: preservar el patrimonio a través de
su uso activo. “Superando las
concepciones tradicionales que limitaban
el cuidado o tutela del patrimonio al
estudio y la conservacion, nuestra época ha
redescubierto las posibilidades de una
gestion integral del patrimonio que
plantea, ademds del reto de la
conservacion, encontrar los mejores usos
para nuestro patrimonio historico comtin,
sin menoscabo de su preservacion ni su
valoracion social.” [2]

A los fines de la investigacion, interesa
resaltar una determinada forma de gestion,
que posibilita el conocimiento del
patrimonio a todos los actores intervinientes
en la iniciativa de planificacion y, a su vez,
contribuye a informar e interiorizar al
publico objetivo al que se orienta dicha
estrategia. Se hace referencia aqui, a la
difusion del patrimonio propiamente dicha.

Las TICs y su injerencia en el campo
del turismo y el patrimonio, se transforman
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en los medios necesarios para poder
difundir el valor historico, cultural y social
que albergan estas obras y manifestaciones
contenedoras. De acuerdo al tipo de
iniciativa, al componente patrimonial con el
que se esté trabajando, al publico objetivo
que se quiere persuadir y al tipo de
herramienta utilizada para la comunicacion,
dependeran los fundamentos concretos
sobre los que se apoye la propuesta,
priorizando en algunos casos ciertos
principios en detrimento de otros, pero
siempre teniendo presente la idea de hacer
conocer y apropiar estos bienes, como
elementos portadores de la identidad de un
pueblo.

Realidad Virtual y Aumentada

La Realidad Virtual (RV) es una
aplicacion de la tecnologia computacional
cuyo objetivo es el de generar
representaciones visuales que simulan
mundos reales o ficticios. Es clave en RV
lograr que el usuario tenga la sensacion de
estar presente en el mundo virtual. Las
aplicaciones de RV en las actividades de la
vida cotidiana son muchas y diversas.
Podemos destacar la reconstruccion de la
herencia cultural, la medicina y la
simulacién de multitudes, entre muchas
otras.

La RV puede ser de dos tipos:
inmersiva y no inmersiva. Los métodos
inmersivos de RV estan asociados a
ambientes tridimensionales creados por
computadora, los cuales se manipulan a
través de dispositivos especiales disefiados
para capturar los movimientos del cuerpo
humano. En este caso, se busca que el
usuario s6lo vea el mundo virtual,
aislandolo totalmente del mundo real. En el
caso no inmersivo, también utiliza
ambientes tridimensionales creados por
computadora pero no se aisla al usuario del
mundo real.

El término Realidad Aumentada (RA)
se utiliza para describir la combinacion, en
tiempo real, de imagenes creadas por
computadora con imagenes del mundo real,
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creando asi una realidad mixta. La
integracion de imagenes virtuales e
imagenes reales es la principal diferencia
entre RV y RA, puesto que esta ultima no
sustituye la realidad fisica sino que la
complementa o aumenta, agregando mas
informacion.

Un sistema de RA posee tres
caracteristicas basicas que lo identifican
como tal: la combinacion de elementos
reales y virtuales en un entorno real; la
capacidad de ser interactivos en tiempo
real, y que estén correctamente registrados
en 3D. Este tltimo item se refiere a que los
elementos reales y virtuales deben estar
correctamente alineados, de manera que
parezca que ambos se encuentren en un
unico entorno.

Area de Estudio: Casco Fundacional de
Bahia Blanca

El trabajo de investigacion aborda el
estudio del area fundacional de la ciudad de
Bahia Blanca, la cual esta comprendida
dentro de su centro historico. Este ultimo se
encuentra enmarcado por el limite
establecido entre las calles: Mitre y Soler
hacia el Noreste; Belgrano y Donado hacia
el Sudeste; Brown y Vieytes hacia el
Sudoeste; Rondeau y Rodriguez hacia el
Noroeste. Se destacan asi, quince
cuadriculas de diferentes dimensiones,
incluyendo el sitio sobre el que se encuentra
la Plaza Rivadavia.

El centro histérico se caracteriza por
albergar a la zona del fuerte que dio origen
a la ciudad: la “Fortaleza Protectora
Argentina”. Ocupaba, con sus edificios
complementarios, cuatro manzanas
enmarcadas hoy por el perimetro de calle
Estomba, Chiclana, O’Higgins, Brown,
Vieytes y Moreno.

Lineas de Investigacion y
Desarrollo

La propuesta se enmarca en un plan de
comunicacion a largo plazo,
implementando las TICs a la difusién
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turistica del patrimonio cultural de Bahia
Blanca. Como primera aproximacién, se
presentan tres ejes de investigacion, sobre
los que se trabajan en la actualidad. Cada
uno de ellos se ubica dentro de un programa
de mayor alcance a largo plazo. A
continuaciéon se describen cada uno de
ellos. Tales ejes son:

1. “Difusién del patrimonio cultural a
través de Realidad Virtual no
Inmersiva”.

2. “Difusion del Patrimonio Cultural
utilizando Realidad Aumentada”.

3. “Difusion del Patrimonio Cultural a
través de la Reconstruccion Virtual
de Obras™.

Difusion del patrimonio cultural a través
de Realidad Virtual no Inmersiva

Este eje busca crear un recorrido virtual
de toda la ciudad de Bahia Blanca. Este
recorrido incluird tanto las calles de la
ciudad como el interior de los edificios mas
significativos.

Difusion del Patrimonio Cultural
utilizando Realidad Aumentada

Este eje busca poder masificar e
implementar los codigos QR [4] en todos
los edificios historicos de la ciudad y poder
utilizarlos, no s6lo para brindar informacion
en forma de texto, sino con la posibilidad
de agregar contenido multimedia como
imagenes, videos, direcciones de Internet
con informacién relevante, etc.

Difusion del Patrimonio Cultural a
través de la Reconstruccion Virtual de
Obras

El objetivo de este eje es reconstruir, a
través de la realidad virtual, aquellas obras
edilicias histéricas de la ciudad que ya no
existen o no pueden ser accedidas por el
puiblico general.

Resultados y Objetivos
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Sobre los tres ejes presentados se ha
comenzado a generar resultados, ademas de
continuar trabajando para alcanzar los
objetivos establecidos.

Difusion del patrimonio cultural a través
de Realidad Virtual no Inmersiva

Durante el afio 2011 se desarroll6 para la
Biblioteca Popular Bernardino Rivadavia
[3], de la ciudad de Bahia Blanca, un
recorrido virtual por sus salas.

Este recorrido permite al usuario, via una
navegador web, poder moverse por las
diferentes salas disponibles en la biblioteca.
Junto con la reproduccién virtual de las
salas de superpone informacién relevante
para el visitante.

Difusion del Patrimonio Cultural
utilizando Realidad Aumentada

Sobre este eje se ha comenzado a
trabajar en el uso de realidad aumentada
sobre dispositivos moviles, en particular
sobre el sistema operativo Android. Un
primer objetivo es utilizar la Realidad
Aumentada en conjunto con el sistema de
transporte publico de la ciudad para obtener
un sistema movil que les permita a los
usuarios acceder a informacion asociada al
transporte local.

Difusion del Patrimonio Cultural a
través de la Reconstruccion Virtual de
Obras

La reconstruccion Virtual de Ila
“Fortaleza Protectora Argentina”, fuerte
que da origen a la ciudad de Bahia Blanca,
se conforma como uno de los proyectos
integrantes dentro de los ejes de
investigacion presentados.

La inexistencia actual de esta
construccion, y las evidencias asociadas, se
presentan como los fundamentos para
desarrollar una visualizacién in situ, que
posibilite recrear a la obra con todas sus
caracteristicas y elementos representativos.

La reconstruccion de la fortaleza se
realiz6 a partir de informacién histérica
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consultada en ilustraciones y referencias
histéricas. Utilizando programas de disefio
3D fue posible reconstruir, al detalle, esta
edificacion. Como producto final, se
desarroll6 una aplicacion que puede ser
utilizada por el publico general para poder
recorrer la fortaleza. Dicha aplicacion estara
disponible libremente en la Web durante el
corriente afo.

Formacion de Recursos
Humanos

En lo concerniente a la formacién de
recursos humanos se detallan las tesis
concluidas y en desarrollo relacionadas con
la linea de investigacion presentada:

Tesis Concluidas

0 Tesis Doctoral. Martin L. Larrea. Tema:
Visualizacion Basada en Semdntica.
Direccién: Dra. Silvia Castro.

0 Tesis Maestria. Andrés Pinassi. Tema:
Turismo y Patrimonio. El marketing
turistico del patrimonio cultural como
alternativa de desarrollo del centro
historico de Bahia Blanca: una
propuesta de gestion. Direccion: Dra.
Patricia Ercolani.

0 Tesis de Grado. Cotroneo, Alejandro y
Ibafiez Bondzio. Tema: Visualizacion
de Caminos dentro de la Universidad
Nacional del Sur. Direccion: Lic. Sergio
Martig y Dr. Martin Larrea.

0 Tesis de Grado. Victoria Ganuza. Tema:
Sistema de Informacion para el
Transporte Publico de Bahia Blanca.
Direccién: Dr. Martin Larrea.

0 Tesis de Grado. Augusto Montagna y
Gabriel Pachiana. Tema: Modelado 3D
de Sitios Historicos. Direccién: Dra.
Silvia Castro y Dr. Martin Larrea.

Tesis en Desarrollo
0 Tesis Maestria. Damian Flores Choque.
Tema: Realidad Aumentada en
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Visualizacion. Direccién: Dra. Silvia
Castro.
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Resumen

Los Conjuntos de datos originados desde
las Ciencias Naturales, y en particular desde
las Ciencias Geologicas, son cada vez mas
grandes, involucrando la aplicacion de una
gran variedad de herramientas de
visualizacion para su analisis y exploracion;
tal es el caso de conjuntos de datos
topograficos, proyecciones cartograficas,
datos geofisicos, etc., que requieren un
soporte  visual adecuado para su
exploracion.

Esta linea de investigacion propone el
estudio e implementacion de sistemas de
visualizacion  interactivos de  datos
geologicos, que provean un soporte
adecuado para la exploracion eficiente de
los datos.

Palabras clave: Visualizacion de datos

geoldgicos, Representacion de
composiciones minerales, Conteo de
Puntos.

Contexto

Este trabajo continta la linea presentada
en [GLMC*12] y es llevado a cabo en
conjunto por investigadores del Laboratorio
de Investigacion y Desarrollo en
Visualizacion y Computacion Gréfica
(VyGLab) del Departamento de Ciencias e
Ingenieria de la Computacion de la
Universidad Nacional del Sur (UNS) e
investigadores integrantes del INGEOSUR
(UNS-CONICET) y del Departamento de
Geologia de la UNS.

La linea de Investigacion presentada esta
inserta en el proyecto “Representaciones

Visuales e Interacciones para el Analisis
Visual de Grandes Conjuntos de Datos”
(24/N020), dirigido por la Doctora Silvia
Castro. El proyecto es financiado por la
Secretaria General de Ciencia y Tecnologia
de la Universidad Nacional del Sur; y
acreditados por la Universidad Nacional del
Sur, Bahia Blanca.

Introduccion

En los distintos campos de aplicacion
referidos a las ciencias, el crecimiento
vertiginoso de la cantidad de informacién
genera volumenes de datos cada vez mas
grandes y dificiles de comprender y analizar
sin un soporte visual. Es en estos casos
donde de la wvisualizacion contribuye
significativamente a la exploracion vy
entendimiento de estos conjuntos de datos,
siempre y cuando se cuente con un soporte
adecuado [C93] [K03] [M98] [NS79].

El campo de las Ciencias Geoldgicas no
escapa a esta tendencia. Los Conjuntos de
datos originados desde las Ciencias
Naturales, y en particular desde las Ciencias
Geoldgicas, son cada vez mas grandes,
involucrando la aplicaciéon de una gran
variedad de herramientas de visualizacion
para su analisis y exploracion; tal es el caso
de conjuntos de datos topograficos,
proyecciones cartograficas, datos
geofisicos, etc., que requieren un soporte
visual adecuado para su exploracion.

Esta linea de investigacion propone el
estudio e implementacion de sistemas de
visualizacién  interactivos de  datos
geologicos, que provean un soporte
adecuado para la exploracion, analisis y
sintesis eficiente de los datos.
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Lineas de Investigacion y
Desarrollo

En el contexto de esta linea de
investigacion se estan desarrollando los
siguientes trabajos en paralelo:

1. Visualizacibn de composiciones
minerales utilizando el Prisma de los
Espinelos.

2. Analisis visual automatico de
muestras geoldgicas para el conteo
de puntos.

Visualizacion de composiciones
minerales utilizando el Prisma de
los Espinelos

En este trabajo, nos enfocamos en la
visualizaciébn de un conjunto de datos
geologicos en particular, el conjunto de
minerales que integran el grupo de los
Espinelos. Este grupo de minerales resulta
un excelente candidato a ser explorado y
visualizado ya que presenta una gran
variedad en su composicion que esta
relacionada con su génesis, proveyendo
informacién vital en lo referido al ambiente
tectonico de las rocas presentes en
determinada area en el contexto de la
tectonica global [R94] [BRO1]. Esta tltima
caracteristica es muy importante, ya que un
reto considerable en el campo de las
Ciencias Geoldgicas consiste en
caracterizar una region geolégica en
término de su composicion tectonica,
convirtiendo el andlisis de Espinelos en una
tarea de vital importancia [L91] [CD97].

Con frecuencia, las muestras
correspondientes a los Espinelos se
diagraman en un ambiente prismatico al que
llamaremos Prisma de Espinelos. En este
prisma se representan cada uno de los
analisis quimicos. Los andlisis que
corresponden a Espinelos provenientes de
un determinado ambiente geologico se
agrupan en un patron de referencia de dicho
ambiente.
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El objetivo de este trabajo de
investigacion es desarrollar una herramienta
de Visualizacion que permita visualizar y
explorar conjuntos de datos
correspondientes a composiciones
minerales pertenecientes al grupo de los
espinelos. Se pretende que esta herramienta
sea interactiva, ayudando al usuario a
entender facilmente la  composicion
mineralégica representada en la vista tanto
para su identificacion como para su
comparacién con otras muestras o0
conjuntos de datos.

Analisis Visual de Muestras
Geologicas para Conteo de Puntos

Una  técnica  utilizada  para
determinar las caracteristicas de una
muestra geologica es el conteo de puntos.
El conteo de puntos es un método que se
utiliza para determinar los componentes de
una muestra y qué porcentaje de ella
representan cada una de estas componentes.

Para poder aplicar esta técnica, el
usuario debe realizar observaciones sobre la
muestra a intervalos regulares; i.e. se
superpone sobre la muestra una grilla
regular donde cada interseccion es un punto
a ser analizado. El usuario debe observar
cada punto y decidir qué mineral se
encuentra en dicho lugar. Al contar la
cantidad de puntos encontrados de cada
mineral se puede calcular que porcentajes
representan estos valores del total de puntos
contados. La cantidad de puntos que
normalmente se deben contar para una
muestra varian entre 5000 y 8000. Este
valor es establecido por un experto antes de
iniciar el proceso de conteo de puntos.

Habitualmente esta técnica se aplica
utilizando un microscopio junto con
equipos especiales; estos dispositivos son
extremadamente caros y el analisis
completo de una muestra utilizando esta
técnica puede llevar hasta 8 horas.

El objetivo de este trabajo de
investigacion es desarrollar una herramienta
visual que asista y facilite el conteo de
puntos sobre muestras geoldgicas.
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Resultados y Objetivos

Visualizacion de composiciones
minerales utilizando el Prisma de
los Espinelos

A partir de este trabajo de
investigacion se ha desarrollando una
aplicacion de Visualizacion de Datos
Geoldgicos llamada SpinelViz [G*12]
[GCMO09]. La aplicacién consiste en una
vista 3D que permite al usuario observar,
explorar e interactuar con varios conjuntos
de datos simultaneamente en el Prisma de
Espinelos. La aplicacion provee la
capacidad de proyectar los conjuntos de
datos sobre las diferentes caras del Prisma
en 2D e integrar estas proyecciones en el
espacio 3D, ayudando al usuario a entender
facilmente la composicion mineraldgica
representada en la vista.

La necesidad de lograr una visualizacién
interactiva nos impulsa a poner énfasis en el
estudio y el analisis de qué interacciones
resultan importantes en funcién del campo
de aplicacion. En funcion de lo expuesto se
estd trabajando en la definicion de un
esquema de interacciones valido a partir de
las interacciones especificas del campo de
aplicacion.

Habitualmente resulta de mucha utilidad
utilizar este tipo de aplicaciones desde
dispositivos maviles, con de capacidad de
procesamiento y/o capacidad fisica limitada
para almacenar una base de datos
geologicos completa. En funcion de esto, se
pretende  desarrollar una  aplicacion
Distribuida de Visualizacion de minerales
utilizando el Prisma de Espinelos. Para esto
se tendran en cuenta diferentes modelos de
distribucién de carga y transferencia de
datos.

Analisis Visual de Muestras
Geologicas para Conteo de Puntos

A partir de este trabajo de
investigacion, se desarrollé la aplicacion
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Rock.AR [LMC10]; este software permite
realizar el conteo de puntos en forma
semiautomatica, asistiendo al usuario en la
creacion de la grilla y en el conteo mismo.

Las evaluaciones de usuarios
realizadas sobre la aplicaciéon demostraron
que el tiempo de trabajo necesario para
realizar el conteo de puntos se redujo de 8
horas, utilizando un microscopio, a 1 hora
utilizando Rock.AR. También se observo
un aumento en la satisfaccién del usuario al
aplicar la técnica. Actualmente se esta
trabajando en el desarrollo de técnicas que
permitan realizar el conteo de manera
automatica.

Formacion de Recursos
Humanos

En lo concerniente a la formacién de
recursos humanos se detallan las tesis
concluidas y en desarrollo relacionadas con
la linea de investigacion presentada:

Tesis Concluidas

0 Tesis Doctoral. Martin L. Larrea. Tema:
Visualizacion Basada en Semdntica.
Fecha de finalizaci6on: 8 de abril de
2011. Direccién: Dra. Silvia Castro.

Tesis en Desarrollo

0 Tesis Doctoral. Maria Lujan Ganuza.
Tema: Servicios Web en Visualizacion.
Direccién: Dra. Silvia Castro.
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Resumen

El objetivo del Reconocimiento de Acciones (Ac-
tion Recognition) es el andlisis e interpretacién au-
tomatizados de eventos particulares en secuencias
de video. Esta drea esta siendo ampliamente inves-
tigada en diferentes dominios tales como videos de
seguridad, interaccién humano-computadora, mo-
nitoreo de pacientes y recuperacion de video, entre
otros, dadas las importantes aplicaciones que pue-
den desarrollarse, y la proliferaciéon de camaras y
videos de seguridad y monitoreo en la actualidad.
El objetivo de este proyecto es la identificacion au-
tomatica de acciones en secuencia de videos, utili-
zando Conditional Random Fields (CRFs). Como
caso de estudio se utilizan videos de partidos de
tenis para la identificacién de golpes. Se abordan
tres desafios, el tracking, la representacion del mo-
vimiento del jugador y el reconocimiento de accio-
nes.

Palabras clave: Reconocimiento de Accio-
nes, Tracking, Conditional Random Fields,
Flujo éptico

1. Contexto
El presente proyecto se da en el marco de la co-

laboracién conjunta desarrollada por el Laborato-
rio de Ciencias de las Imdgenes (IIIE-CONICET

http://www.imaglabs.org) y el Grupo de Investiga-
cién en Administracién de Conocimiento y Recu-
peracién de Informacién (http://ir.cs.uns.edu.ar),
pertenecientes a la Universidad Nacional del Sur.
Esta linea de investigacion se lleva a cabo dentro
del ambito del LCI, y estd asociada a los siguientes
proyectos de investigacién:

= Procesamiento inteligente de imdgenes. PGI
24/K047 (SECyT-UNS). Director: Claudio
Delrieux.

» PICT Start-Up 2442/2010 (ANPCyT). Direc-
tor Claudio Delriuex.

= Soporte inteligente para el acceso a informa-
cién Contextualizada en entornos centraliza-
dos y distribuidos. PIP: 11220090100863 (CO-
NICET). Director: Ana G. Maguitman.

2. Introduccién

En los 1ltimos anos se ha producido un gran cre-
cimiento en la disponibilidad de informacién multi-
media, lo que ha motivado en gran medida el desa-
rrollo del reconocimiento de acciones en video den-
tro del area de visién por computadora. En funcién
del gran volumen de informacién se hace necesario
desarrollar sistemas automaéticos o semi-automati-
cos que permitan el etiquetado de acciones en video
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con diferentes aplicaciones, como por ejemplo la de-
teccién de acciones sospechosas en camaras de vi-
gilancia [I7], deteccién de incidentes de trénsito [9]
y busqueda de acciones en videos deportivos [21].

Este trabajo aborda la tematica del andlisis de
secuencias de video de partidos de tenis. Este ti-
po de analisis ha sido ya estudiado por diversos
autores. En [I1] se desarrolla un sistema de ano-
tacion automético de acciones en partidos de tenis
basado en transiciones de siluetas. En [5] se utili-
za un descriptor de movimiento basado en el flujo
Optico espacio-temporal junto con un clasificador
de vecino maés cercano para llevar a cabo la cate-
gorizacién de acciones. En [20] se utiliza el flujo
optico como descriptor de los movimientos de los
jugadores y emplea Support Vector Machines para
entrenar al clasificador en donde la informacion del
flujo 6ptico es utilizada como dato de entrada del
mismo.

Los CRFs son un modelo probabilistico discrimi-
nativo para el etiquetado de secuencias. Este mo-
delo condiciona las probabilidades a la secuencia
de observaciones, lo cual evita computar las pro-
babildiades para cada posible observacion de la se-
cuencia. En lugar de depender de las probabilidades
conjuntas P(X,Y’), los CRFs especifican la proba-
bilidad de secuencias de etiquetas posibles dada la
observacién P(Y|X). Un modelo grafico tipico de
CRF es ilustrado en la Fig. [I} donde X e Y refie-
ren a las observaciones y las secuencias de etiquetas
respectivamente.

Figura 1 Modelo grafico de un CRF. Los nodos rotulados con X
corresponden a observaciones y los rotulados con Y a etiquetas.

Los CRFs han sido aplicados a una variedad de
dominios, tales como procesamiento de lenguaje na-
tural [I5] 16l [0, 4], bioinformdtica [14, 8] y vi-
sién por computadora. En esta tultima area algunos
autores han utilizado CRFs para el etiquetado de
imdgenes [7] y para el reconocimiento de objetos.
En [I3] se utilizan CRFs para determinar partes
caracteristicas de un objeto. En particular, para el
caso de reconocimientos de acciones en secuencias
de video hay diversos trabajos sobre deteccién de
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acciones en video deportivos [8], 20].

El objetivo de este trabajo consiste en disenar e
implementar un sistema de identificacién de accio-
nes, que utilice procesamiento de video y recono-
cimiento basado en CRF. Como caso de entrena-
miento, se propone entrenar al sistema para clasifi-
car clips de videos de tenis, segtn el tipo de golpe
llevado a cabo en en cada video.

3. Lineas de investigacion y

desarrollo

La linea de investigacién se centra en el diseno e
implementacién de un sistema de reconocimiento de
acciones en videos de tenis, mas concretamente se
avanzara en el estudio de técnicas de procesamiento
de video y de CRFs con el objetivo de desarrollar
y mejorar nuevas técnicas en ambas areas. Existen
varios desafios a ser aboradados en el desarrollo de
esta linea de investigacion: tracking, extraccion de
features, clasificacion y reconocimiento de patrones.

Se han abordado dos desafios complementarios:
la representacion del movimiento del jugador y el
reconocimiento de acciones. Para el primero se pro-
pone la utilizacién del flujo 6ptico [6] para modelar
los patrones de movimiento del jugador en el cam-
po de juego. Para el reconocimiento de acciones se
propone el uso de CRFs utilizando la informacion
obtenida a partir del flujo 6ptico de los sucesivos
frames como atributos de entrada del clasificador.

4. Propuesta y Metodologia

Como en todo proceso de clasificacién supervisa-
da, se pueden describir claramente dos grandes eta-
pas. La primera consiste en la construccion de un
modelo de clasificacién a partir del entrenamiento
realizado con un conjunto de muestras clasificadas
de forma supervisada, y una segunda etapa en la
cual se lleva a cabo la clasificaciéon de una nueva
instancia, empleando para ello el modelo previa-
mente obtenido.

4.1. Entrenamiento

La fase de entrenamiento se compone de un pipe-
line cuyas etapas son: tracking, extraccion de featu-
res y construccién del clasificador. Los videos utili-
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zados como entrada para esta etapa corresponden
a capturas de video de dominio publico realizadas
con una camara oblicua. Estos videos fueron pre-
viamente clasificados en forma supervisada en dos
clases: drives de derecha y drives de izquierda. Para
esta etapa se utiliza la biblioteca OpenCV.

La primera etapa tiene como objetivo llevar a
cabo el tracking del jugador que se encuentra de
espaldas a la camara, seleccionandolo de manera
supervisada en el frame 0 del video. A partir de
la seleccion de esta regién de interés se genera un
modelo del jugador que se compone de dos histo-
gramas. El primero consiste de los valores de lu-
minancia correspondientes a los pixeles de la ropa
del jugador. Este histograma se calcula a partir de
la imagen obtenida al aplicar una mascara que eli-
mina los pixels que no corresponden a la ropa del
jugador. El segundo histograma se obtiene a partir
de la imagen que resulta de aplicarle una mascara
que elimina los pixels que no corresponden a la piel
del jugador. Para este histograma se utiliza el canal
Hue del espacio cromético HSV [19]. En el frame 1
se toma la misma posicién de la regién de interés
correspondiente al frame 0, y para cada uno de los
histogramas antes descriptos se aplica el siguiente
algoritmo [I]:

1. Para cada pixel de la imagen se toma su valor
y se busca el recipiente (bin) correspondiente
en el histograma.

2. Se toma el valor asociado al bin seleccionado.

3. Se almacena el valor del bin en una nueva ima-
gen.

Los valores almacenados en cada imagen de sali-
da representan la probabilidad de que un pixel en la
imagen de entrada pertenezca a la zona de interés
representada por el histograma usado (en este caso
piel y color de la ropa respectivamente).

Luego se suman las imagenes obtenidas y su
resultado -junto a la regién de interés del frame
anterior- son utilizadas como entradas para el al-
goritmo de Meanshift [3]. Como resultado de dicho
algoritmo se obtiene una nueva regién de interés
que corresponde a la posicién del jugador en el fra-
me actual. Este proceso se repite para todos los
frames del video.

Luego, para describir de manera robusta y discri-
minativa cada una de las clases de golpes se utiliza
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el flujo éptico (Fig. 7 el cual es calculado utilizan-
do el algoritmo Gunnar Farnebéck [6]. La matriz de
desplazamientos obtenida se divide en cuatro regio-
nes (Fig. para luego generar una etiqueta para
cada parte que representa la variacién del flujo 6pti-
co en cada regién (Fig. . Este tdltimo paso tiene
como objetivo discretizar los datos del flujo 6ptico a
fin de flexibilizar la coincidencia de atributos en las
etapas de construccién y validacién del clasificador.

Figura 2 Flujo Optico

(a)

Finalmente, para llevar a cabo la construccién
del clasificador que nos permita realizar la tarea de
reconocer los dos tipos de golpes propuestos en este
trabajo se utiliza Conditional Random Fields. Es-
te clasificador es entrenado utilizando el conjunto
de entrenamiento obtenido en los pasos anteriores.
Para las etapas de entrenamiento y clasificacion se
utiliza la herramienta CRFSuite [12]. La entrada a
dicha herramienta estd compuesta por un archivo
de texto plano, en el cual cada clip de video usado
para la etapa de entrenamiento es representado por
tantas lineas como frames tenga el mismo. A su vez,
cada linea estd compuesta por 5 columnas. La pri-
mera corresponde a la etiqueta del frame (es decir,
a qué tipo de golpe corresponde e frame), y las res-
tantes 4 columnas corresponden a la representacion
del flujo 6ptico dado en este trabajo.

4.2. Clasificacién y Validacién

Esta etapa consiste en la clasificacion de un vi-
deo de entrada en una de las clases definidas en el
proceso de entrenamiento. El video de entrada es
procesado empleando el tracking y la extracciéon de
features desarrollados anteriormente. Estos carac-
teristicos son formateados de forma adecuada para
ser utilizados como entrada al clasificador, resul-
tando como salida la clase a la cual pertenece el
video de entrada.
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Para determinar la efectividad de los métodos
propuestos se utilizan las medidas de precision, re-
call y F1 2.

9.
5.1.

Se llevé a cabo una primera prueba que consis-
ti6 en entrenar un clasificador utilizando un con-
junto de 20 clips de video (10 clips representando
drives de izquierda, y 10 clips de drives de dere-
cha). Luego se validé dicho clasificador utilizando
22 clips de video (11 clips de cada tipo de golpe).
La matriz de confusién se encuentra en la Tabla
A partir de los datos de la matriz de confusién
se pueden inferir los valores de precisién: 86.36 %,
recall: 85.57% y F1: 85.3%.

Resultados y Objetivos

Resultados Preliminares

Clase predicha
DI DD

0.27

Clase real
DD| DI

Tabla 1: Matriz de confusién. DI: Drive izquierda. DD: Drive
derecha.

5.2. Trabajo Futuro

Como trabajo futuro se espera avanzar y mejo-
rar en los siguientes aspectos: tracking, extraccion
de features para el modelado de las acciones, re-
presentacién de los datos de entrada para CRFs,
implementaciéon propia de CRFs y reconocer una
mayor cantidad de golpes.

Formacion de Recursos Hu-
manos

6.

El equipo de trabajo de esta linea de investi-
gacién se encuentra integrado por dos becarios de
posgrado que cuentan con una beca interna del Co-
nicet, y los respectivos directores. Por otra parte
se cuenta con la colaboracién de otros becarios de
posgrado del LCI y una vinculacién con un grupo
de trabajo sobre mineria de datos compuesto por
doctorandos e investigadores formados.
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Como parte de las actividades asociadas al pro-
yecto se realizan cursos de grado y postgrado en
Procesamiento de Imagenes, Mineria de Datos y
Aprendizaje Supervisado.
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Resumen

En la actualidad, la populariza-
cién y expansion de las tecnologias
de la comunicacién y la informacién
han alterado las formas tradicionales
de comunicacién de las personas con-
virtiendo a las tecnologias en canales
casi obligados del proceso. Particular-
mente, las situaciones de adquisicion
y transmisiéon de conocimiento han
obligado a desarrollar nuevas formas
de visualizacién e interaccién que fa-
ciliten la transmisién de informacion.
La generacién de entornos de interac-
cién que provean nuevos contextos de
intercambio y comunicacién de infor-
macién es uno de los fines basicos del
area de Realidad Virtual.

La virtualidad consiste en hacer
calzar un mundo virtual en un mundo
real. Uno de los desafios mas impor-
tantes radica en preservar las vias na-
turales de comunicacion, interaccion
y entendimiento de las personas pro-
veyendo a las computadoras de una
visualizacion e interaccion lo mas hu-
mana posible.

Proveer a las computadoras las ca-
pacidades de comunicacion de los hu-
manos involucra dotarlas entre, otras
cosas, de conocimiento permitiendo
automatizar el intercambio de infor-
macién y otorgando comportamiento
y razonamiento en funcién del contex-
to.

Esta propuesta de trabajo estable-
ce los lineamientos a seguir para la
exploracién de las sinergias existentes
entre las nuevas tecnologias asociadas
a la simulacién de personajes conver-
sacionales virtuales dentro de un en-
torno de Realidad Virtual inmersiva.

Palabras Claves: Realidad Virtual,
Computacion  Grafica, Interfaces Humano-

Computadoras, Ontologias, Semantica.

Contexto

La propuesta de trabajo se lleva a cabo dentro
de la linea de Investigacién “Procesamiento de
Informacion Multimedia” del proyecto “Nue-
vas Tecnologias para un tratamiento integral
de Datos Multimedia”. Este proyecto es desa-
rrollado en el &mbito del Laboratorio de Inves-
tigacion y Desarrollo en Inteligencia Compu-
tacional (LIDIC) de la Universidad Nacional
de San Luis.

1. Introduccion

El constante desarrollo tecnolégico ha oca-
sionado la aparicién de nuevas tecnologias
emergentes que generan un gran volumen de
informacion y conocimiento, obligando a desa-
rrollar nuevas estrategias para llevar a cabo
las actividades tradicionales de adquisiciéon y
transmision del conocimiento y modificando la
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manera en que el ser humano ha pasado a co-
municarse con sus semejantes; convirtiendo a
la informacién y al conocimiento en primor-
diales para el avance social [1, 2].

Del conjunto de las nuevas tecnologias
emergentes hay dos que se destacan como revo-
luciones tecnoldgicas importantes. La primera
de ellas es la red de redes: INTERNET, que de
ser un mero apéndice de la telefonia de cobre se
ha transformado en una infraestructura basica
para la Sociedad del Conocimiento y motor de
la Economia mundial, de tal manera que for-
ma ya parte de la vida de cualquier persona de
una manera tan natural, que es como si siempre
hubiera estado alli. La segunda revolucién tec-
noldgica la ha propiciado la Realidad Virtual,
la percepcién en 3D de entornos simulados que
permiten trasladar al usuario a mundos de en-
sueno y le posibilitan viajar a través del tiempo
al pasado y al futuro [2].

Las aplicaciones de Realidad Virtual (RV)
sumergen al usuario en un ambiente generado
por computadora que simula la realidad me-
diante el uso de dispositivos interactivos que
envian y reciben informacién (gafas, cascos,
guantes, trajes). La “telepresencia” o ilusién
de “estar alli” es controlada por sensores que
capturan las acciones del usuario y ajustan en
forma acorde lo que es visualizado en panta-
lla en tiempo real. De esta manera el usuario
puede realizar recorridos virtuales de ambien-
tes 3D simulados, al mismo tiempo que expe-
rimenta la sensacién de tocar, capturar y ma-
nipular los objetos que estd visualizando [3].

Una importante area de aplicacién de los
sistemas de RV ha sido siempre el entrenamien-
to en actividades de alto riesgo de la vida real,
creando un ambiente que simule la situacion
peligrosa de la vida real deseada con el fin de
adquirir conocimiento y experiencia sin nece-
sidad de estar inmerso en dicho ambiente peli-
groso. La sensacion provista por las simulacio-
nes es tal que proporcionan un entrenamiento
similar o casi similar a la practica con sistemas
reales reduciendo costo, tiempo y riesgo asocia-
do (simuladores de vuelo, de manejo de trenes)
[4]. El desafio de tales sistemas se haya en do-
minar los elementos de la simulacién, desde las
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leyes fisicas que modelan un evento, hasta su
visualizacién grafica, todo ello a través de la
resolucién mediante un programa informatico.
Sin embargo, los avances logrados en la simu-
lacién de entornos digitales, en la implementa-
cién de Interfaces Humano-Computadoras y el
concepto de Realidad Aumentada [3, 20], per-
miten en la actualidad el desarrollo de sistemas
de control inmersivo y en tiempo real no sola-
mente para entrenamiento de actividades de la
vida real sino también para tareas de investi-
gacién donde es necesario satisfacer demandas
de visualizacién e interaccién en modelos de
la realidad que manejan grandes cantidades de
informacion [5, 6].

La virtualidad establece una nueva forma
de relacién entre el uso de las coordenadas de
espacio y de tiempo, superando las barreras
espacio-temporales y configurando un entorno
en el que la informacién y la comunicacion
se muestran accesibles desde perspectivas has-
ta ahora desconocidas, al menos en cuanto a
su volumen y posibilidades. En conclusion, la
Realidad Virtual permite la generacion de en-
tornos de interaccién que facilitan nuevos con-
textos de intercambio y comunicacion de infor-
macion.

Las personas, las organizaciones y los pro-
gramas de computadoras deben comunicarse,
aunque sus necesidades y experiencias esta-
blecen diferentes puntos de vistas. Esta diver-
gencia es natural y valiosa, no obstante con-
duce a problemas de comunicacion, interac-
cién y entendimiento. La interaccion inteligen-
te humano-computadora es un campo de in-
vestigacion emergente que tiene por objetivo
proveer al hombre de vias naturales de comu-
nicacién con un computadora, a modo de con-
vertirlas en herramientas de ayuda. El supues-
to colectivo establece que para que una compu-
tadora sea capaz de interactuar con un humano
ésta debe tener las capacidades de comunica-
cién de los humanos.

Los personajes conversacionales virtuales
son interfaces graficas capaces de utilizar mo-
dos de comunicacién verbal y no verbal para in-
teractuar con los usuarios de ambientes genera-
dos por computadoras. Estos personajes suelen
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ser una simple cara animada la cual reprodu-
ce expresiones faciales simples o, en ocasiones
asociadas a la sintesis del habla, visualizaciones
donde se utilizan métodos de sincronizacién de
labios y representaciones graficas tridimensio-
nales sofisticadas con movimientos complejos
del cuerpo, expresiones faciales y emociona-
les. En este contexto, los presentadores virtua-
les son los mas usualmente utilizados. Existen
en la literatura muchos ejemplos de personajes
virtuales con apariencia humana que realizan
presentaciones: el reportero virtual del clima
Noma and Badler [7], el reportero de TV de
Thalmann and Kalra [8], el avatar 3D de Baus
et al [9], el presentador virtual para reunio-
nes virtuales de Nijholt et al [10], entre otros
[11, 12, 13, 14]. Todos ellos son una opcién pro-
metedora para el desarrollo de interfaces ya que
se basan en el estilo de comunicacion e inter-
accion con el cual los humanos estan bastante
familiarizados.

No obstante, la mas importante de las ca-
pacidades de comunicacién de los humanos es
el conocimiento, el cual ya es por si mismo una
parte crucial de la inteligencia humana y por
consiguiente un area de investigacion priorita-
ria. [15]. La ontologia y la semantica han sur-
gido como un toépico de investigacion funda-
mental en el area de los sistemas de informa-
cién para la representacion del conocimiento;
haciendo explicito el significado e intercambio
de informacién y el logro de interoperatividad
[16]. Las ontologias y las semanticas han sido
utilizadas como soporte de una gran variedad
de tareas en diferentes campos tales como la
Semantica Web, e-Business, integracién de in-
formacién, mineria de datos, diseno de siste-
mas, etc. [17]. En consecuencia, su uso puede
extenderse mas alld de los sistemas de infor-
macion y puede aplicarse para proveer cono-
cimiento semantico a un personaje conversa-
cional virtual. En un sistema de estas carac-
teristicas las ontologias brindarian la base para
la configuracion dinamica del sistema, la auto-
matizacién del intercambio de informacion y,
el razonamiento en funcion al comportamiento
y el contexto, permitiendo crear aplicaciones
dindmicas y concientes del entorno.
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2. Lineas de Investigacion

y Desarrollo

En funcién de lo anteriormente expresa-
do, un personaje conversacional virtual deberia
poder brindar una interfaz que permita la co-
municacién con el usuario mediante el uso de
diferentes lenguajes de comunicacion (verba-
les y no verbales). Para ello la problematica
se resume en el hecho de dominar los elemen-
tos de una simulacion, desde las leyes fisicas
que modelan una accion, hasta su visualiza-
ciéon grafica, pasando por la resolucion median-
te un programa informético, en tiempo real, y
dentro de un escenario virtual inmersivo del
tipo CAVE (Computer Automatic Virtual En-
vironment). Claramente, se pueden definir tres
grandes lineas de investigacion a seguir:

s La wvisualizacion grdfica tridimensional
del personaje. Simular la apariencia ex-
terna de los personajes virtuales inten-
tando hacerlos indistinguibles de los hu-
manos es un desafio técnico constante el
cual que se va consiguiendo a medida que
evolucionan no solamente las técnicas de
visualizacién gréafica tridimensional, sino
también la técnicas de simulacién de los
movimientos del cuerpo, las expresiones
faciales y emocionales [3, 4].

= La comunicacion verbal y no verbal. La
creacion de personajes no se limita sola-
mente a la apariencia externa en hiper-
realismo o en movimientos y expresiones.
Es necesario potenciar los canales de en-
trada y salida de informacién mediante
el enriquecimiento de los medios de co-
municacién verbal (lenguaje escrito, len-
guaje sonoro) y no verbal (lenguaje de
senias, lenguaje sonoro). Esto ultimo im-
plica desde la simple incorporacién de so-
nido asociado a hechos o eventos, pasan-
do por la animaciéon de manos para la
sintesis del lenguaje de senas, hasta la
sincronizacion de labios para la sintesis

del habla [18, 19].

= La incorporacion de comportamien-
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to/razonamiento. Si bien la apariencia
y capacidad de interaccion de los perso-
najes son de relevancia al momento de la
comunicacion de informacién, es de gran
importancia también el poder otorgar-
les la potestad de elaborar informacion
y reaccionar en forma auténoma. Una
version simplificada del concepto hace
referencia a Agentes Virtuales Autono-
mos los cuales poseen la capacidad de
desemvolverse por si mismos dentro del
ambiente en que se encuentran inmersos,
actuando y reaccionando a su entorno.
No obstante se pretende que dichos agen-
tes exhiban conductas mas complejas ba-
sadas en estados emocionales y como re-
sultado de un proceso de razonamiento
en concordancia con su situacion dentro
del entorno; tal como se esperaria de un
humano real. Estos personajes reciben el
nombre de Humanos Virtuales Auténo-
mos [15, 16].

Si bien el trabajo se centrara en el desa-
rrollo de un personaje conversacional, la tecno-
logia y modelos a desarrollar podran adaptarse
perfectamente a aplicaciones en ambientes in-
teligentes tales como guia de turismo para visi-
tantes de museos, o aplicaciones de domotica,
entre otras.

3. Resultados obtenidos /

esperados

El grupo de trabajo, ademas de pertenecer
a un proyecto de investigacion de la Universi-
dad Nacional de San Luis, se encuentra desa-
rrollando tareas dentro del marco de un Pro-
yecto ALFA III de la Comunidad Europea, de-
nominado GAVIOTA (Grupos Académicos pa-
ra la VIsualizacion Orientada por Tecnologias
Apropiadas), en el que participa la UNSL en
conjunto con otras universidades de America
Latina y Europa.

En funcién de ello, se ha desarrollado una
investigacion para conocer el estado del arte a
nivel mundial y principales enfoques, métodos
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y técnicas existentes en relaciéon con el com-
portamiento auténomo de las entidades de un
escenario virtual con el proposito de incorporar
a futuro nuevos conceptos a los ya existentes,
tanto matematicos como basados en la fisica.

Actualmente se estan realizando desarrollos

con el objeto de simular un sistema de RV para
la prevencion de accidentes de transito urbano
con escenarios experimentales de la ciudad de
Concepcién (Chile). Este trabajo se ha abor-
dado en forma conjunta con la Universidad de
Bio Bio (Chile).

4.

Formacion de Recursos
Humanos

Los trabajos preliminares de estudio del arte
han permitido la realizacién de trabajos de fin
de carrera de la Licenciatura en Ciencias de la
Computacion, asi como también la definicién
de un trabajo de tesis de Maestria en Ciencias
de la Computacion. Asimismo se ha obtenido
una beca de finalizacién de carrera otorgada
por la Secretaria de Ciencia y Técnica de la
Fac. de Cs. Fisico Matmaéticas y Naturales de

la UNSL.
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Resumen

En el marco de la sustentabilidad productiva de
fibra textil de origen animal, contar con un
método agil y seguro que permita obtener una
medida de la calidad de la fibra, resulta
sumamente valioso para los productores
rurales. Una medida de calidad de la fibra
textil puede obtenerse a partir del didmetro de
la misma. El laboratorio del SUPPRAD lleva a
cabo un procedimiento cientifico innovador en
la obtencion de este valor en la que se recoge
un corte transversal del mechon, previamente
peinado y preparado con acrilatos, en un
portaobjetos, para ser fotografiado con un
equipo adosado a un microscopio. La imagen
obtenida es manualmente procesada para
determinar el didmetro promedio de la fibra.
Este procedimiento manual de medicion,
resulta lento, engorroso e introduce error por
intervencion humana. Se automatiza el
procedimiento por medio de un software de
procesamiento de imagenes. Se comentan los
resultados obtenidos y se presentan las
previsiones para la continuacion de este
trabajo.

Palabras clave: Fibra textil, Calidad, Imagenes,
Procesamiento Automatico.

Contexto

En tres proyectos consecutivos desde 2004 a la
fecha [1], [2], [3], se han estudiado modelos de
redes neuronales artificiales y autdmatas
celulares buscando relaciones entre ellos; en el
proceso se ha desarrollado software y se ha
aplicado lo aprendido en la solucion de
problemas de ingenieria de software, ciencias
sociales y de la salud, y produccion animal.

El trabajo que se presenta se enmarca en el
proyecto incentivado denominado Redes

Neuronales Artificiales y Automatas Celulares,
Productos y Aplicaciones, del Departamento
de Ingenieria en Sistemas de Informacion,
Facultad Regional Cérdoba de la Universidad
Tecnol6gica Nacional.

Este proyecto fue evaluado y aprobado por la
Secretaria de Ciencia y Técnica de UTN e
incluido en el programa nacional de incentivos.
Ademas, ha recibido financiamiento de la
Agencia Cordoba Ciencia (hoy Ministerio)
para la transferencia de resultados (programa
PROTRI 2008), ha trabajado en conjunto con
el proyecto PICT 2007-02264 del Instituto de
Investigaciones Geohistoricas (NIGHI-
CONICET) financiado por FONCYT y ha
obtenido derechos de autor sobre parte del
software desarrollado el que fue transferido a
instituciones de investigacion en Cuba, Para-
guay, Colombia, Brasil y Argentina, a la
empresa Vates S.A. de Coérdoba, mediante
convenio de servicios y a la Municipalidad de
Villa del Totoral, Provincia de Cérdoba.

En particular, y referido al tema de este
articulo, el sub-proyecto RNA-SU desarrolld
para el programa SUPPRAD de la Universidad
Catdlica de Cdrdoba (UCC), software para
tratamiento automatico de imagenes de
preparados de fibra animal, con el objeto de
medir parametros de calidad de las mismas.

Introduccién

1. Ambito del problema

En la RepuUblica Argentina, el Programa
Nacional “Fibras Animales” considera de gran
valor la produccién, comercializacion e
industrializacion de lana, mohair, cashmere,
llama, guanaco y vicufa [4].

El valor de la fibra textil estd dado,
fundamentalmente, por su finura promedio
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ademés de otras propiedades que hacen a
establecer su cotizacion tales como el indice de
confort PF (Prickle Factor) que constituye el
porcentaje de fibras con didmetros mayores a
32 micrones, la presencia 0 ausencia de
medulaciont, el crimpado? y la forma y altura
de las escamas [5]. Para determinar una
medida satisfactoria de calidad de la fibra textil
de origen animal, la caracteristica de mayor
importancia es el didmetro medio. Fibras méas
finas tienen mas aplicaciones industriales y en
consecuencia tienen mayor valor econdémico

[6].
2. Descripcion del problema

En nuestro pais existe poca informacion adn
sobre los valores de Coeficiente de Variacion
de diametros de fibra (CV) e indice de confort
[7] que permita lograr mejoras genéticas por
seleccion 'y elevar el porcentaje de
especimenes con didmetros menores a los 23
micrones.

Investigaciones biomecanicas mas recientes,
demuestran que el analisis del corte transversal
provee mediciones mas directas y exactas de la
finura y madurez de la fibra, usualmente
utilizadas para validar y calibrar otras medidas
indirectas de estas propiedades esenciales [8].
A pesar de su importancia e interés, los
métodos transversales para analisis de
iméagenes, no se aplican mas ampliamente aun
a las mediciones de calidad, debido al
complejo procesamiento de las imagenes o por
requerir de la intervencion de un operador
calificado.

En cada medida se tiene que tener en cuenta
que dada la gran variacion de diametros que
tienen las fibras animales, un gran problema es
la exactitud y la precision. [9]

La evolucion en los modelos y algoritmos de
procesamiento de imagenes en fibras textiles,
comienzan con algunos trabajos sobre fibras de
algoddn. Huang et al. [10] analiza el proceso
de medicién en el que la imagen de una fibra
en corte longitudinal, capturada con diferentes
condiciones de iluminacion y enfoque, es
convertida a escala binaria. En otro trabajo de

! La medulacion constituye un canal hueco en el centro
de la fibra que supone un problema importante para la
industrializacion.

2 El crimpado u ondulado, se refiere a un efecto mecanico
producido para lograr cohesién entre fibras y se
relaciona con la capacidad hidrofuga.
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Huang et al. [11], se utiliza una técnica
llamada Umbral Adaptativo, que consiste en la
colocacion de un umbral dindmicamente
ajustado para separar objetos de fondo.

Debido a que resulta dificil mantener bien
enfocadas las imagenes y ademas las fibras
frecuentemente se tocan entre si, se presentan
contornos borrosos y dificultades de
separaciébn que pueden generar serias
distorsiones en los datos medidos. [12][13].

En trabajos posteriores, Huang et al. [14]
analiza iméagenes de fibras de algodén en corte
transversal. Para llevar a cabo la medicién se
recurre a una serie de procesos computa-
cionales como segmentacién, determinacion de
umbral adaptativo, inundacién de fondo y
esqueletizacion, que permiten separar los
objetos a medir, preservar el detalle de los
bordes y finalmente, obtener medidas
geométricas.

3. Propuesta desarrollada

El aporte fundamental en cuanto a innovacién
tecnoldgica radica en el hecho de que los
instrumentos actuales de analisis de fibras son
costosos y permiten obtener la medida de
diametros en forma longitudinal. En cambio,
en el presente trabajo se propone un llevar a
cabo un proceso de medicién de diametros en
forma transversal con hardware y software de
bajos costos, en forma totalmente automatizada
y que puede ser llevada a cabo por personal sin
capacitacion técnica alguna.

En base a las investigaciones previamente
citadas, se desarrolla un sistema que permite
obtener una medida del radio promedio de la
fibra, a partir del procesamiento automatico de
la imagen de un corte transversal.

Se convierten las imagenes al estandar 24 bits
por pixel, es decir, un byte para cada pixel y se
las somete a un tratamiento en varias etapas
para  lograr  identificar,  separar y
posteriormente medir la fibra.

a) Se lleva la imagen en colores a escala de
grises.

b) Se la ecualiza para obtener un histograma de
distribucion mas uniforme y convertir la figura
a blanco y negro con referencia al umbral
calculado.

c) Se procede a binarizar la imagen en sus
valores extremos, con el fin de obtener una
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imagen en blanco y negro donde se puede
distinguir méas claramente forma y fondo.

La figura 1 ilustra la anterior secuencia de
pasos aplicados al procesamiento de la imagen
de un corte transversal de fibra de guanaco y
los resultados obtenidos en cada etapa.

Fig. 1. Imagen superior izquierda: original. Imagen superior
derecha: en escala de grises. Imagen inferior izquierda: escala
de grises ecualizada. Imagen inferior derecha: binarizada.

Una vez binarizada la imagen, se procede a
separar e identificar los objetos a medir.

Para ello se efectlan sucesivos barridos de la
imagen binarizada, en cada uno de los cuales,
se descartan primeramente las fibras que se
encuentren en contacto con los bordes de la
imagen ya que se desconocen sus dimensiones
reales, se distingue entre fondo y forma, se
rellenan sectores interiores, se seleccionan los
objetos a medir tomando en consideracion que
todo aquello que presente interés en ser
medido, no debe exceder ciertos rangos
maximo y minimo entre los cuales puede
tratarse de una fibra. Por Gltimo, se identifica
un centro geométrico a partir del cual se miden
32 radios como distancia a los bordes. Se
calcula el radio promedio y se aproxima la
figura a una circunferencia.

Las figuras 5, 6, 7 y 8 muestran una secuencia
de imagenes que ilustran los pasos del proceso

detallado en el pérrafo anterior.
,
. d !g

Qg

Paso 2. Eliminacion de objetos
binarizada en contacto con los bordes.

Fig. 5. Pasol. Imagen
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Fig. 6. Paso 3. Separacion Paso 4. Relleno de blancos
fondo-figura. internos.

Fig. 7. Paso 5. Seleccion de
objetos Utiles a medir.

Fig. 8. Paso 6. Aproximacioén a circunferencia.

4 Discusion de Resultados

El método resultd satisfactorio principalmente
porque las mediciones que se obtuvieron en
pixeles, con la equivalencia 2 pixeles = 1 micra
de acuerdo al aumento del microscopio con el
que se capturaron las imagenes, resultaron en
valores adecuados para el radio promedio de
las fibras, en comparacién con los obtenidos a
partir de otros métodos de medicion en
laboratorio y existe total independencia del
operador en la medicion, lo que asegura la
precision y exactitud requeridas. Es decir que
el proceso es repetible y de exactitud conocida.

Por otra parte, como ya se dijo, se usan 32
medidas de distancia del centro geométrico de
cada objeto a medir para calcular el radio de la
fibra ya que experimentalmente se demuestra
gue no se presentan mejoras tangibles en las
medidas por aumentar este nimero.
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Atendiendo la problemética a campo que
presenta la determinacién de la calidad de la
fibra a partir del conocimiento de su finura, el
método es atil  por cuanto presenta
caracteristicas de buena performance, bajo
costo de equipamiento y no requiere operacion
por parte de personal calificado.

Por ultimo, cabe destacar que el software fue
desarrollado en Java lo que lo hace portable en
cuanto a la plataforma y no involucra costos
adicionales en licencias.

En adelante se deben centrar los esfuerzos en
la evolucion del sistema metroldgico
atendiendo tres factores principales:

e La revision de la metodologia de captura de
iméagenes.

e La adecuacion de los algoritmos al trata-
miento de fibras con otras caracteristicas
morfoldgicas.

¢ El reconocimiento de patrones morfolégicos
a través de redes neuronales.

Linea de investigacion y desarrollo

Los proyectos RNA desarrollados forman
parte, con otros de la UTN-FRC, del Grupo de
Investigacion en Inteligencia Artificial (GIA).

En el primer proyecto se plante6 la posibilidad
de interpretar el entrenamiento de una red
neuronal multicapa o el proceso de
reconocimiento  efectuado por una red
Hopfield, como la evolucién espacio-temporal
de autdmatas celulares unidimensionales,
intentando descubrir un isomorfismo entre
estos modelos.

En el segundo y tercer proyecto se continud
con estos estudios y ademas se inicio el estudio
de otros modelos de computacion vy
herramientas (maquinas de vector-soporte,
motor de basqueda por similaridad, autématas
en general y algoritmos de tratamiento de
imagenes), de nuevos algoritmos  de
entrenamiento de redes multicapa y de
algoritmos para presentacion grafica de datos
experimentales obtenidos.

Ademés, y mediante convenios con otras
instituciones (UCC, IIGHI-CONICET, Vates
S.A.) se inicio el desarrollo de aplicaciones de
lo aprendido, con software para Ciencias
Sociales (calculo de indice de riesgo para la
salud de la vivienda urbana e historia clinica
comunitaria y familiar), Ingenieria de Software
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(estimador de esfuerzo y tiempo en proyectos
de desarrollo de software) y Produccion
Animal (determinacion de parametros de
calidad de fibras animales).

Resultados y Objetivos

Los proyectos RNA han desarrollado software
de entrenamiento y funcionamiento de redes
neuronales artificiales (RVS 2.1) y de
recopilacion de datos para los mismos (Sistema
de Historias Clinicas Familiar y Comunitaria),
transferidos a instituciones de investigacion,
empresas y Organos de gobierno; simuladores
de autématas celulares y de redes Hopfield, un
motor de bdsqueda por similaridad con
algoritmos innovadores para estudiar la
posibilidad de emular el funcionamiento de
una red multicapa, algoritmos para tratamiento
de imégenes, rutinas de graficacion de datos y
bancos de prueba de estas cosas.

Ademas, ha obtenido derechos de autor sobre
algunos de los productos desarrollados, ha
organizado reuniones cientificas sobre los
temas bajo estudio, dirigido practicas
supervisadas y tesis de grado, promovido
estudios de posgrado de sus integrantes y
efectuado numerosas publicaciones en libros,
revistas y congresos locales, nacionales e
internacionales.

En particular, en la aplicacion al estudio de la
calidad de fibras textiles de origen animal, foco
principal de este articulo, se disefio y construyé
software para proceso automatico de imagenes
de muestras de fibras textiles de camélidos y
ovinos (transferido a UCC). En la actualidad se
esta desarrollando hardware y software para
ser aplicado en campo por los investigadores
de SUPPRAD.

Formacion de Recursos Humanos

El equipo de investigacion estd compuesto por
investigadores formados, en formacion 'y
becarios alumnos y graduados de las carreras
de Ingenieria en Sistemas de Informacion y de
Ingenieria Electrénica de la UTN-FRC.

Adicionalmente, han colaborado en los
distintos subproyectos Demografos del 1IGHI-
CONICET, Veterinarios de la UCC, Médicos y
Psicologos de la Universidad Nacional de
Cordoba (UNC) y técnicos del Laboratorio de
Investigacion de Software de la UTN-FRC.
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Durante el proyecto, seis becarios lograron su
titulo de grado en Ingenieria, dos iniciaron la
Maestria en Ingenieria en Sistemas de
Informacion y dos su Doctorado (en Ciencias
de la Computaciéon y en Ingenieria).
Adicionalmente dos de los investigadores
formados lograron su Magister en Ingenieria
de Software.

Ademas, desde el proyecto se lanzaron dos
nuevos proyectos relacionados y se esperan
dos maés en el corto plazo.
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Resumen

La deteccion y el tracking de objetos multiples
es un aspecto muy estudiado dentro de las ciencias
de las imégenes. El tracking de objetos multiples
es, en general, un problema exigente debido a una
amplia gama de potenciales problemas que pueden
surgir (como el movimiento brusco de los objetos,
el cambio en apariencia de los objetos o la escena
de fondo, frames de mala calidad, oclusién entre
objetos o entre el objeto y la escena, o movimiento
de la cdmara). Usualmente, el tracking es realiza-
do en aplicaciones que requieren la locacion de los
objetos en cada frame para realizar algin posterior
procesamiento.

Conociendo la complejidad del problema de trac-
king, normalmente se asumen determinadas condi-
ciones que hacen que la resolucién sea mas sencilla
en el contexto particular. En este trabajo, descri-
bimos los métodos y técnicas utilizados para reali-
zar una aplicacion que detecta y trackea multiples
objetos (en particular, insectos en placas de Petri
en videos obtenidos en un proyecto de integracion
con el Laboratorio de Zoologia de Invertebrados II,
del Departamento de Biologia, Bioquimica y Far-
macia), y analiza distintos aspectos del recorrido
efectuado por cada uno de ellos.

El objetivo general y a largo plazo del proyecto
es desarrollar una aplicacién que permita realizar
identificacion y tracking de objetos genéricos.

Palabras clave: Deteccién de objetos, Tracking
de objetos, Procesamiento de video.

Contexto

El presente proyecto se da en el marco de la co-
laboracién conjunta desarrollada por el Laborato-
rio de Ciencias de las Imdgenes (IIIE-CONICET
http://www.imaglabs.org), el Grupo de Investiga-
cién en Administraciéon de Conocimiento y Recupe-
racién de Informacién (http://ir.cs.uns.edu.ar) y el
Laboratorio de Zoologia de Invertebrados II, todos
pertenecientes a la Universidad Nacional del Sur.

Esta linea de investigacién se lleva a cabo dentro
del ambito del LCI, y estd asociada a los siguientes
proyectos de investigacion:

= Procesamiento inteligente de imégenes. PICT
24/K047 (SECyT-UNS). Director: Claudio
Delrieux.

= PICT Start-Up 2442/2010. Director: Dr. Clau-
dio Delrieux.
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= Soporte inteligente para el acceso a informa-
ciéon Contextualizada en entornos centraliza-
dos y distribuidos. PIP: 11220090100863. Di-
rector: Dra. Ana G. Maguitman. Fuente de fi-
nanciamiento: CONICET. 2010-2012.

= Aceites esenciales y nanoinsecticidas: nuevas
alternativas de productos biorracionales para
el control de insectos plaga de importancia en
la sanidad vegetal y humana. PGI 24/B187
(SECyT-UNS). Director: Dra. Adriana A. Fe-

Irrero.

Introducciéon

Dada la creciente facilidad de acceso a los dis-
positivos con capacidad de generacion de conteni-
do multimedia, en los ultimos anos ha habido un
gran crecimiento en la cantidad de informacion dis-
ponible. Esto motivé el desarrollo de aplicaciones
orientadas a procesar dicha informacién.

En funcién del gran volumen de contenido, co-
menzaron a desarrollarse sistemas automaticos y
semi-asistidos que permiten el etiquetado de ac-
ciones en video con diferentes aplicaciones, como
por ejemplo la deteccién de acciones sospechosas
en cdmaras de vigilancia [2], deteccién de inciden-
tes de trénsito [4] y bisqueda de acciones en videos
deportivos [1].

Este trabajo aborda el reconocimiento de insec-
tos y el tracking de éstos en secuencias de video,
con el objetivo a largo plazo de generalizar tanto la
segmentacién como el tracking a objetos genéricos.
Este tema ya ha sido desarrollado por algunos otros
autores: Balch, Khan y Veloso desarrollaron un sis-
tema de tracking de hormigas [5] en la Universidad
de Carnegie Mellon. Sin embargo, el sistema es muy
limitado y presenta problemas como la oclusién de
las hormigas por las paredes de la Placa de Petri,
la pérdida del tracking cuando las hormigas pier-
den la minima separacion necesaria, la separacion
de los rectdngulos minimax delimitantes (bounding
boz) de las hormigas (haciendo que, ocasionalmen-
te, el programa confunda uno de los insectos con
muchos de ellos debido a reflejos especulares), y la
pérdida del tracking cuando las hormigas dejan de
moverse por un determinado tiempo.

El sistema desarrollado en nuestro laboratorio
pretende eliminar o reducir drasticamente dichos
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problemas, utilizando técnicas mas avanzadas de
procesamiento de video, extraccién de caracteristi-
cos, tracking y mejoras en las heuristicas, ademas
de asumir ciertas condiciones que no son necesaria-
mente mas restrictivas, pero si ayudan a acotar el
problema.

Existen diversas motivaciones para buscar obte-
ner un sistema de tracking generalizado; por ejem-
plo, la posibilidad de utilizarlo para mejorar los sis-
temas de control de plagas (orientados a evaluar
la actividad repelente de diferentes productos), u
observar el comportamiento de ciertas poblaciones
de insectos sin perturbar su comportamiento natu-
ral utilizando métodos no invasivos. De la misma
manera, es posible pensar en potenciales mejoras
computacionales (como sugerir nuevos algoritmos
bionsipirados tales como la optimizacion basada en
colonias de hormigas).

Lineas de investigacion y desa-
rrollo

La principal linea de investigacién esta centra-
da en la deteccion, extraccién de caracteristicos y
tracking de objetos. Para ello, se disend y se con-
tinta implementando una aplicacién encargada de
utilizar algunas de las técnicas ya conocidas de pro-
cesamiento de video para trackear insectos, con el
objetivo de intentar mejorar los algoritmos de trac-
king ya conocidos.

Adicionalmente se realizan algunos andlisis es-
tadisticos sobre los datos obtenidos durante el pro-
cesamiento, que son posteriormente reportados al
Laboratorio de Zoologia de Invertebrados II con el
que se realiza el proyecto en conjunto.

Propuesta y metodologia

Se diseni6 y realiz6 la implementacién (que con-
tindia en un proceso de mejora constante) de una
aplicacion encargada de procesar videos, segmen-
tar, trackear y realizar analisis estadisticos del con-
junto de insectos presentado. Indicamos a continua-
cion el funcionamiento de cada subsistema.
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Videos

Los videos fueron realizados para evaluar la acti-
vidad repelente del aceite esencial extraido de una
planta nativa del norte argentino en cucarachas.
Para ello, discos de papel de filtro de 18 cm de
didmetro fueron divididos en dos mitades; una de
ellas se rocié con 1 mL del aceite en tanto que la
otra no recibié tratamiento, y sobre el papel se li-
beraron insectos. Se utilizaron anillos plasticos de
10 cm de alto para evitar el escape de las cucara-
chas. Las filmaciones se registraron en un cuarto
cerrado en condiciones controladas de humedad y
temperatura durante 30 minutos.

Segmentacion

La aplicacién desarrollada procesa el video, re-
conociendo inicialmente a las cucarachas utilizan-
do un centroide de color caracteristico y aplicando
algoritmos de clustering [3] adaptados, de manera
que cada insecto quede contenido en una bounding
bozx. En adelante, cada insecto serd identificado fra-
me a frame por la bounding box que lo contiene,
asi como su vector de movimiento, y un historial
que permite identificar el rastro dejado.

Tracking

En cada frame se detecta el movimiento de los
pixels con color caracteristico dentro de cada boun-
ding box, haciendo uso de técnicas de erosién y dila-
tacion para reducir problemas de ruido en el video,
y reajustando la posicién de cada caja segin el nue-
vo centroide de pixels positivos.

Los problemas de oclusién entre objetos mencio-
nados en el sistema de Balch, Khan y Veloso se
solucionan parcialmente reaplicando algoritmos de
clustering y un modelo probabilistico; de la misma
manera, como se asume una cantidad constante de
objetos en el video, la separacién de las bounding
boz se soluciona, pues en todo momento se conocen
las respectivas posiciones y vectores de movimiento
de cada insecto, y las bounding box se reposicionan
dindmicamente frame a frame, en lugar de crear
una nueva caja por cada potencial insecto detec-
tado. Por tltimo, al utilizarse las bounding box y
ajustar sus posiciones segin el contraste de los pi-
xels caracteristicos respecto al fondo, si los insectos
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dejan de moverse las cajas no corren riesgo de des-
aparecer.

Analisis estadistico

Los analisis estadisticos realizados posteriormen-
te al procesamiento consisten, en primera instancia,
en detectar qué porcentaje de tiempo pasa cada in-
secto en las zonas tratadas y no tratadas con insec-
ticidas, para poder estudiar la efectividad de éstos.
Como se mantiene un historial de las posiciones y el
recorrido de cada insecto, también es factible reali-
zar otros analisis como la tortuosidad del recorrido.

Resultados y Objetivos

Resultados preliminares

Actualmente, el sistema hace un tracking efec-
tivo de los insectos en todas las condiciones nor-
males presentadas en los videos, pudiendo generar
estadisticas porcentuales respecto al tiempo de pre-
sencia de cada insecto en las regiones de interés con
gran efectividad. La aplicacion ademds demuestra
robustez con cambios abruptos que se han presen-
tado en la iluminaciéon de la habitacién en la que
se filmaron los videos. Sin embargo, existen atin al-
gunas limitaciones en la aplicacién; entre ellas, la
posibilidad de un tracking menos efectivo en caso
de que dos 0 mas insectos ocupen el mismo terreno
durante mucho tiempo, pudiendo confundirselos, y
fallos menores en las estadisticas debido a frames
de mala calidad en el video.

En la figura 1 se puede observar a la aplicaciéon
en funcionamiento.

Trabajo a futuro

Una de las principales caracteristicas que se pre-
tende agregar en el futuro es la capacidad de reali-
zar la segmentacién y el reconocimiento de los in-
sectos sin utilizar un centroide de color caracteristi-
co; también es deseable el agregado de verificacio-
nes de sensatez (sanity checks) entre cortos interva-
los de tiempo, para comprobar que las bounding box
efectivamente estén posicionadas en todo momento
sobre un insecto, y en caso contrario, reanalizar el
cuadro completo para reposicionarlas; de esta ma-
nera, la aplicacién resultaria ain m&s robusta, y
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Figura 1 La aplicacién en ejecucién. Se puede observar las bounding boxr de cada insecto, asi como el
rastro dejado por cada uno en diferentes momentos.
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permitiria realizar los andlisis estadisticos de ma-
nera ain menos asistida.

Formacion de Recursos Huma-
nos

Actualmente el equipo de trabajo de esta linea de
investigacion se encuentra formado por un becario
de posgrado poseedor de una beca de ANPCyT,
junto a su director y co-directora de tesis, mas una
estudiante de grado de biologia y su directora de
tesina.

Ademaés, como parte de las actividades asociadas
al proyecto se realizan cursos de grado y postgrado
en Procesamiento Digital de Imagenes y Mineria de
datos.
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Resumen

La manera en la que las personas interac-
tuan con las computadoras no siempre es la
misma. A medida que la tecnologia avanza
se desarrollan nuevas herramientas, nuevas
propuestas de interaccion emergen y se
crean nuevas interfaces.

Las interfaces de Realidad Aumentada
constituyen un ejemplo de tal desarrollo.
Las mismas ofrecen al usuario un entorno
combinando, por un lado, informacién del
mundo real, y por otro, informacion sintéti-
ca creada y manejada por la computadora.
Una correcta fusion de estos dos mundos en
un unico entorno e interfaz de usuario es
un elemento esencial en todo sistema de
Realidad Aumentada. Las distintas areas
de aplicacién de estos sistemas poseen cada
una sus propios requerimientos.

En este articulo presentamos las diferen-
tes lineas de investigacion relacionadas con
Realidad Aumentada que estan actualmen-
te en desarrollo en nuestro laboratorio.

Palabras Clave: Realidad Aumentada,
Interaccion Humano - Computadora,
Computacion Grafica.

Contexto

El trabajo se lleva a cabo en el Laboratorio
de Investigacion y Desarrollo en Visualiza-
cion y Computacion Grafica (VyGLab) del
Departamento de Ciencias e Ingenieria de
la Computacion de la Universidad Nacional
del Sur.

La linea de Investigacion presentada se
encuadra en el proyecto “Representaciones
Visuales e Interacciones para el Analisis
Visual de Grandes Conjuntos de Datos”
(24/N020), dirigido por la Dra. Silvia Cas-
tro. Este proyecto es financiado por la Se-
cretaria General de Ciencia y Tecnologia de
la Universidad Nacional del Sur; y acredi-
tados por la Universidad Nacional del Sur,
Bahia Blanca.

1. Introduccion

Los medios con los cuales las personas in-
teractian con las computadoras evolucio-
nan rapidamente. Cada dia surgen nuevas
formas de comunicacién con ésta, que se
alejan de los esquemas de interaccién tradi-
cionales con teclado y mouse. Ejemplos de
esto son las interfaces hapticas, las tangi-
bles, las gestuales, las de reconocimiento de
voz, las de realidad aumentada y virtual, e
incluso las multimodales.
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Cada nuevo tipo de interfaz desarrollada
0 propuesta trae consigo potencial para me-
jorar esta interaccion en algunas areas de
aplicacion. A su vez, también proponen
desafios y limitaciones que deben tenerse en
cuenta a la hora de su utilizacién.

A continuacion se introducen las interfa-
ces de Realidad Aumentada y en la siguien-
te seccion las lineas que estan actualmente
en desarrollo en el grupo de investigacion.

1.1. Realidad Aumentada

En sus comienzos, la Realidad Aumentada
(RA) surgi6 como una subarea de la Reali-
dad Virtual (RV); pero con una diferencia
muy importante: no sélo existen elementos
virtuales generados por la computadora,
sino que estos se combinan con elementos e
informacion del mundo real.

Los sistemas de RA generan una vision
que combina la escena real vista por el
usuario y la virtual generada por la compu-
tadora integrandose ambas en un anico en-
torno que se ha enriquecido con informa-
cién adicional. Esta capacidad de combinar
informacion real y virtual, la posibilidad de
soportar interacciones en tiempo real y lo-
grar una correcta registracion tridimensio-
nal son los tres aspectos que caracterizan a
estos sistemas [Azu97].

La informacién aumentada que recibe el
usuario mejora el desempefio de la persona
en su percepcion del mundo y en la interac-
cién con el mismo. Idealmente, el usuario
debe interactuar naturalmente con los obje-
tos virtuales y los reales, los cuales consti-
tuyen su mundo integrado. EIl objetivo
ideal es contar con un sistema en el cual el
usuario no sea capaz de discernir entre los
aspectos del sistema que son reales y los
gue corresponden a la aumentacion virtual.

1.2. Areas de Aplicacién

Las areas de aplicacion en las que estos sis-
temas podrian resultar efectivos se han ido
ampliando a medida que distintos factores
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tecnoldgicos limitantes van siendo supera-
dos. ElI mayor ejemplo de tal avance se
puede observar en las aplicaciones que re-
quieren movilidad. Los primeros sistemas
moviles de RA requerian que el usuario in-
corporase varios elementos de hardware;
esto los hacia incobmodos e impracticos de
utilizar. Ademas, el costo de los mismos era
generalmente prohibitivo. Actualmente se
puede construir un sistema de RA movil
utilizando, por ejemplo, sélo un teléfono
inteligente (smartphone), dispositivo al al-
cance del usuario promedio.

Tanto las aplicaciones tradicionales
orientadas a las grandes industrias de ma-
nufactura, medicina, aviacion, adiestra-
miento, disefio y construccion, entre otras,
como las hogarefias orientadas a la educa-
cion, entretenimiento, marketing, etc., son
ejemplos de areas que han sabido sacar
provecho de una manera cada vez més ac-
tiva de la RA.

También debe mencionarse que las dis-
tintas &reas de aplicacion imponen ciertos
requisitos en cada uno de los subsistemas
componentes de RA. Por ejemplo, los re-
guerimientos en relacién al tracking (subsis-
tema utilizado para registrar la posicion y
orientacion de los objetos) no son los mis-
mos para una aplicaciéon de entretenimiento
hogarefio [Min12] que para una aplicacion
del campo de la medicina [Mou09], en don-
de la vida del paciente puede ponerse en
riesgo si no se cuenta con un tracking efec-
tivo. La tecnologia del display también se
ve influenciada por el tipo de aplicacion; en
un sistema que no requiera movilidad se
puede adaptar el entorno para utilizar dis-
plays espaciales, aspecto que no es viable
en un sistema mavil que opere al aire libre,
por ejemplo. La capacidad de computo, y
en particular las capacidades gréaficas, de
los dispositivos moviles como smartphones
0 PDAs estan acotadas debido al hardware
utilizado. Esto condiciona las técnicas utili-
zadas en el proceso de rendering.
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2. Lineas de Investigacion y
Desarrollo

A continuaciéon describimos de manera sin-
tética las dos lineas de investigacion en el
area de Realidad Aumentada.

2.1. Libros Aumentados

Acciones como sostener un libro, voltear
sus paginas, transportarlo o sentir su peso,
nos resulta placentero porque es a lo que
estamos acostumbrados. Aumentarlos digi-
talmente no elimina estas ventajas; lejos de
ello, nos abre un abanico de nuevas posibi-
lidades, ya que podemos enriquecer los li-
bros reales al combinar sus beneficios fisicos
con la interaccion que nos ofrecen los me-
dios digitales. Gracias a la versatilidad que
ofrece la RA, la interaccion con los conte-
nidos digitales permitira al usuario desen-
volverse de manera més activa en su lectu-
ra [Gra08], adicionalmente permitiendo ac-
tividades en conjunto [Hall].

La motivacién de esta linea es involu-
crarnos en los distintos aspectos de disefio
de los libros aumentados, es decir, aquellos
libros que integren una combinacion de
contenido virtual y fisico. El objetivo gene-
ral consistira en la exploracion de los dis-
tintos aspectos que conducen al disefio de
libros aumentados, que involucran desde su
desarrollo hasta la experiencia del usuario
con este tipo de medios. Podemos destacar
gue esta tecnologia puede usarse tanto en el
contexto educativo como también en con-
textos tales como entretenimiento, ingenie-
ria, turismo y visualizacion de datos entre
otros.

El fin es obtener libros que nos permitan
dar soporte a la metafora de la lectura tra-
dicional y a su vez se vean enriquecidos con
los elementos digitales que la RA nos per-
mite incorporar de manera natural, no sélo
aumentando sus contenidos sino también
elementos resultantes de las interacciones.
El desarrollo de esta subarea de la RA
aportard seguramente al desarrollo de nue-
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vas técnicas basicas de RA en los campos
de tracking, interacciones con distintos dis-
positivos, etc. en el campo emergente de
aplicaciones ubicuas de RA; ademas, los
resultados obtenidos redundaran en benefi-
cios para diversos dominios de aplicacion.

2.2. Realidad Aumentada Movil

Los sistemas de RA moviles poseen reque-
rimientos que limitan los elementos dispo-
nibles para su construccion. Como se men-
cioné anteriormente, las capacidades grafi-
cas y de computo de los elementos utiliza-
dos (PDA, smartphone) generalmente son
limitadas. Sin embargo, en la actualidad
existe un mercado cada vez mayor de equi-
pos portatiles con capacidades cada vez
mas similares a las de una PC de escritorio,
con una gran movilidad, portabilidad y con
un costo moderado: las netbooks y/o ta-
blet-PCs.

Estos nuevos dispositivos permiten tras-
ladar hacia las aplicaciones mdviles todos
los procedimientos, métodos y técnicas uti-
lizados en las aplicaciones de escritorio en
lo referido al poder de cémputo y gréfico,
elementos que no podian ser portados a los
dispositivos anteriores debido a sus capaci-
dades limitadas.

Debido a la naturaleza movil, el subsis-
tema de tracking debe ser tal que no re-
quiera de configuraciones especiales en el
entorno ni elementos de dimensiones consi-
derables. En este sentido, los sistemas iner-
ciales tienen la capacidad de cumplir con
estos requisitos debido a su principio de
funcionamiento y a su gran escala de inte-
gracion. Ademas, los sistemas de navega-
cion basados en ondas de radio o microon-
das, (GPS, Glonass, LORAN, TACAN)
permiten rastrear al usuario en exteriores y
practicamente en cualquier parte del mun-
do. Estos dos tipos de tracking pueden
combinarse y ofrecer una solucion satisfac-
toria en este tipo de sistemas.
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En esta linea se integran éstos y otros
elementos para conformar un sistema de
RA movil con caracteristicas similares a
uno de escritorio.

3. Resultados y Objetivos

Exponemos a continuacion los resultados
obtenidos y los objetivos en curso y a futu-
ro de las lineas de presentadas.

3.1. Libros Aumentados

En este trabajo se plantea como objetivo
encontrar un modelo para los libros aumen-
tados, considerando ademéas su disefio vy
desarrollo conducente a la implementacion
de un prototipo. Ahondaremos en los dis-
tintos aspectos de los elementos de disefio
de los libros aumentados considerando es-
pecialmente diferentes técnicas de interac-
cion que resulten en libros de gran rigqueza
sin perder la idea de lectura tradicional y
de las tareas que la complementan.

Actualmente se estd desarrollando la
plataforma necesaria para abordar una
propuesta con soporte colaborativo. Para
esto es necesario contemplar las complica-
ciones de una alternativa distribuida, su-
mado al desarrollo que implica una aplica-
cién de Realidad Aumentada.

Para esto también es necesario examinar
los diferentes tipos de registracion/tracking
que se adaptan a los libros (con marcadores
0 los denominados markerless) como tam-
bién los diferentes contenidos digitales que
se utilicen.

3.2. Realidad Aumentada Mobévil

En esta linea se estad trabajando en el dise-
fio de un sistema de RA mdvil orientado a
la visualizacion in situ de datos del campo
de la geologia. EI mismo integra la vista del
mundo real, recogida a través de una cama-
ra de video, con informacion geoldgica
geo-referenciada. Ejemplos de integracion
de sistemas GIS con sistemas de RA se pre-
sentan en los trabajos de [King05] vy
[Abal2].
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Actualmente se encuentra desarrollado
un primer prototipo, que puso de manifies-
to los principales aspectos a tener en cuenta
para que el sistema sea satisfactorio. En las
pruebas realizadas, el problema de la regis-
tracion (entre las imagenes del mundo real
y los modelos de objetos y el terreno), fue
el mas evidente. Esto motiva a profundizar
distintas técnicas de registro y modelos de
representacion de la informacion geografica,
temas que estén siendo abordados en la ac-
tualidad.

La informacion a visualizar presenta una
dependencia de las caracteristicas del te-
rreno y los principales accidentes geografi-
cos, por lo que un correcto almacenamien-
to, representacion e interaccion con infor-
macién del terreno resulta fundamental en
este contexto.

La ubicacion y condiciones geogréficas
del lugar de utilizacion de esta aplicacion
son tales que no es posible contar con acce-
so a redes de comunicacion tradicionales
como Internet o telefonia celular. Esto hace
gue toda la informacion del mundo virtual
deba almacenarse en el propio dispositivo
portétil. Sin embargo, se cuenta con acceso
al servicio publico de Posicionamiento Glo-
bal (GPS), servicio que permite conocer la
ubicacion del usuario con una cierta preci-
sion, la cual puede mejorarse utilizando dis-
tintas propuestas algoritmicas [Acol2]. Pa-
ra completar esta informacion, se pretende
contar con dispositivos de tracking inercial,
que debido a su caracteristica de no reque-
rir ninguna configuracion especial externa,
se adaptan a las condiciones requeridas por
la aplicacion. Estos sistemas inerciales
acumulan errores a lo largo del tiempo, he-
cho que obliga a estudiar y evaluar las dis-
tintas técnicas necesarias para mejorar la
precision de los mismos.

4. Formacion de RRHH

La estructura del equipo de trabajo en las
lineas presentadas esta conformada por la
directora del grupo, la Dra. Silvia Castro y

PAGINA - 272 -



XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION

por los becarios/tesistas de posgrado Da-
mian Flores y Nicolas Gazcon.

Se detallan a continuacion las tesis en
desarrollo y los cursos relacionados con la
linea de investigacion:

4.1. Tesis de Doctorado y becarios en
Cs. de la Computacion

= Nicolas Gazcén. La Exploracién en los
Libros Aumentados: Desafios de las In-
teracciones. Dir.: Dra. Silvia Castro.

= Damian Flores. Realidad Aumentada en
Visualizacion. Dir.: Dra. Silvia Castro —
Dr. Ernesto Bjerg.

4.2. Trabajos de Final de Carrera

= Manuel Francisco Soto. Realidad Au-
mentada Aplicada al Transporte Publico
Utilizando SmartPhones Dir.: Dra. Silvia
Castro y Dr. Martin Larrea. 2012.

= Daniel Eloy Sacomani. Realidad Aumen-
tada Aplicada al Desarrollo de Juegos.
Dir.: Dra. Silvia Castro y Dr. Martin La-
rrea. 2013.

4.3. Cursos de pregrado

En la UNS, se dictaron cursos de Compu-
tacion Gréafica, HCI, Procesamiento de
Imégenes y Sistemas Embebidos.
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Resumen

La linea de investigacion y desarrollo
presentada consiste en estudiar, desarrollar
y evaluar métodos y algoritmos de
sistemas de vision por computador asi
como también de informatica grafica. Los
principales  temas  abordados  son
reconstruccion 3D, realidad  virtual,
realidad aumentada e interfaces basadas en
vision. Uno de los principales objetivos
abordados es el fortalecimiento de la
investigacion ~ mediante el  trabajo
intergrupal entre diferentes instituciones,
tanto nacionales (Universidad Nacional de
La Plata, la Universidad Nacional del Sur y
la Universidad Nacional del Centro de la
Provincia de Buenos Aires), como
extranjeras (Universidad de las Islas
Baleares). Para posibilitar la formacion de
recursos humanos se realiz6 la definicion y

puesta en marcha de una carrera de
posgrado enfocada a Tratamiento de
Sefiales e  Imagenes, Vision por
Computador, Informatica Grafica,
Realidad Virtual y Aumentada, con la
participacion de docentes-investigadores
de las instituciones  mencionadas,
acreditada por el Consejo Superior de la
UNLP y actualmente en vias de
acreditacion por la CONEAU.

Palabras Clave: Vision por computador,
Informatica grafica, Realidad Virtual,
Realidad Aumentada, Interfaces basadas en
vision

Contexto
Esta linea de investigaciéon y desarrollo

(I/D) forma parte del Subproyecto
“Tratamiento de imagenes digitales y
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video. Vision 3D”, dentro del Proyecto
“Procesamiento Paralelo y Distribuido y
Aplicaciones en Sistemas Inteligentes y
Tratamiento de Imagenes y Video” del
Instituto de Investigacion en Informatica
II-LIDI, acreditado por la Universidad
Nacional de La Plata (UNLP) en el marco
del Programa de Incentivos.

Esta linea de investigacion es parte del
proyecto “A1/037910/11 Formaciéon de
Recursos Humanos e Investigacion en el
Area de Vision por Computador e
Informatica Grafica (FRIVIG)”,
coordinado por la Universidad de las Islas
Baleares (UIB) y la Facultad de
Informatica de la UNLP, financiado por la

Agencia  Espafiola de  Cooperacion
Internacional y Desarrollo (AECID) dentro
del Programa de Cooperacion
Interuniversitaria e Investigacion

Cientifica. Dentro de dicho proyecto
también participan el Laboratorio de
Visualizacion y Computaciéon Gréfica
(VyGLab) de la Universidad Nacional del
Sur (UNS) y el Instituto Pladema de la
Universidad Nacional del Centro de la
Provincia de Buenos Aires (UNICEN).

También dentro de esta linea se esta
desarrollando una tesis doctoral integrada
al Programa de Investigacion y Desarrollo
para la Defensa (PIDDEF) 2012-2014 del
Instituto de Investigaciones Cientificas y
Técnicas para la Defensa (CITEDEF).

Introduccion

La linea de investigacion y desarrollo
presentada involucra las areas de vision
por computador e informatica grafica. Los
temas de investigacion estudiados se
agrupan en cuatro ejes tematicos: la
reconstruccion 3D, realidad  virtual,
realidad aumentada e interfaces avanzadas.

Reconstruccion 3D

La reconstruccion 3D consiste en la
recuperacion del modelo 3D a partir de una
o mas imagenes del modelo real. En la
reconstruccion 3D se emplean diferentes
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modelos y métodos. En particular se
estudiaron los procesos de reconstruccion
3D basada en de vision estereocdpica
[LI[2][3].

Mas recientemente se comenzo6 a estudiar
la reconstruccion 3D a partir de imagenes
adquiridas con camaras de tiempo de vuelo
-en inglés Time of Flight (TOF). Las
camaras TOF obtienen sus pixeles a partir
de determinar la distancia de la cdmara al
punto correspondiente en el objeto
basandose en el tiempo de retardo. Dichas
camaras son capaces de crear mapas de
distancias en tiempo real. Dichos mapas
representan una reconstruccion 2-1/2 D ya
que se tratra de un mapa 2D de distancias o
profundidades. Sin embargo el modelo 3D
puede obtenerse a partir de combinar
diferentes  imagenes  obtenidas  de
diferentes puntos de vista [4]. Las camaras
TOF también pueden usarse en otro de los
tema de nuestro interés como es la
deteccion y clasificacion de gestos [5].

Realidad Virtual

La Realidad Virtual (RV) es un término
que se aplica a un conjunto de experiencias
sensoriales sintéticas, es decir generadas
por computador, comunicadas a un
operador o participante. La mayoria de las
aplicaciones de realidad virtual son
experiencias visuales donde el participante
se ve inmerso e interactia en un ambiente
o escena virtual 3D [6][7].

Una de las principales aplicaciones de RV
son los simuladores. Al respecto se esta
trabajando en la implementacion de un
simulador de barco y un simulador de
periscopio. Como antecedente de estos
desarrollos se aprovecha la experiencia del
Instituto Pladema el cual lleva afos de
desarrollo en este tipo de aplicaciones [7].
El simulador de barco cuenta con 3
pantallas de 42” LED 3D dispuestas una a
continuacion de la otra de forma de
permitir una vision panoramica de 180° de
un mundo virtual. Por otra parte, el
periscopio contara con unas gafas de
realidad virtual que permiten una vision
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panoramica 360° del mundo virtual. Dichos
desarrollos serviran de casos de estudio
para alumnos de posgrado interesados en el
campo. Asimismo se integrardn en una
feria de ciencia abierta a alumnado de nivel
primario y secundario, para explorar las
posibilidades educativas de este tipo de
desarrollos tecnoldgicos.

Existen dos temas en particular en los que
se estd trabajando como son la
visualizacioén de terrenos en tiempo real y
la captura y visualizacion de video
panoramico.

Realidad Aumentada

Segun la deficion de R. Azuma [8] [9] la
Realidad Aumentada (RA) se refiere a
aplicaciones interactivas en tiempo real
donde se visualiza la realidad con
elementos sintéticos agregados (objetos
3D, sonidos, texto, etc.). En [7] puede
encontrarse una introduccion a esta area
presentada por el grupo de investigacion.

La combinaciéon se realiza de forma
coherente al punto de vista del usuario, de
manera que los objetos 3D se encuentran
registrados en el mundo real. Por esto es
necesario realizar el seguimiento - en
inglés tracking - del usuario para conocer
su posicion en el mundo en todo momento.
A diferencia de las aplicaciones de RV las
aplicaciones de RA generalmente necesitan
la movilidad del usuario, incluso hacia
ambientes  externos- en inglés se
denominan aplicaciones outdoor- para lo
cual puede ser necesaria conocer la
posicion global del participante utilizando
dispositivos como GPS y brdjulas
digitales, lo cual permite el acceso directo
a informacion geo-referenciada. . Las
aplicaciones de RA son cada vez mas
populares debido a los notables progresos
en los dispositivos de computacion
moviles, como celulares inteligentes,
asistentes digitales personales y
computadoras portatiles ligeras, los cuales
tienen acceso a internet y dispositivos
utiles para conocer la posicion y
orientacion de usuario tales como
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giroscopios, acelerometros, al igual que
GPS y brtjulas. Algunas aplicaciones de
RA realizan el andlisis del video de la
escena real capturada en tiempo real para
el tracking del wusuario. Las primeras
aplicaciones de RA que realizan tracking
basado en andlisis de video utilizan
marcadores para que el dispositivo tenga
un punto de referencia sobre el cual
superponer las imégenes. Recién en los
ultimos afios el desarrollo de RA sin
marcadores (en inglés markerless) esta
madurando ayudado por el aumento de
capacidad computacional de los nuevos
dispositivos, pudiendo el sistema de
seguimiento captar un objeto real y
superponer informacion sobre ¢l [10].

La RA tiene aplicacion en diversas areas
entre las que se enumeran medicina,
soporte para realizacion de tareas
complejas, asistencia en la navegacion,
publicidad, juegos, educacion, etc.

En lo que respecta al ambito militar,
recientemente se esta utilizando la RA
como soporte para mejorar la conciencia
situacional en la toma de decisiones en
particular en operaciones militares.
Muchas de las operaciones militares se
desarrollan en entornos desconocidos.
Estos complejos campos de batalla en 3D
son muy exigentes e introducen muchos
desafios para el combatiente. Estos
incluyen visibilidad limitada, falta de
familiaridad con el medio ambiente,
amenazas de francotirador, ocultamiento
de fuerzas enemigas, mala comunicacién y
un problema de la localizacion e
identificaciéon de los enemigos y de las
fuerzas aliadas. Para ello tener una
conciencia situacional amplia del terreno
es vital para que la operacidon sea un éxito
minimizando los efectos colaterales. Una
serie de programas de investigacion han
explorado los medios por los que la
navegacion y la coordinacion de la
informacion se pueden entregar a los
soldados. El proyecto RAIOM (Realidad
Aumentada para la Identificacion de
Objetivos Militares) que se esta llevando a
cabo como tesis doctoral consiste en el
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desarrollo de un framework de RA para el
reconocimiento, deteccion, identificacion y
suministro de informacion de objetos
tridimensionales. El objetivo es que el
prototipo sea desarrollado con software
libre y ejecutado en un dispositivo mévil
con sistema operativo de la misma
caracteristica (por ejemplo, Android).
Consta de un sistema de sensores y
pantallas que recogen (UAV, sensores
externos, satélite, etc.) y proporcionan
datos a cada soldado en el campo. Los
dispositivos para la toma y representacion
de la informacion pueden ser gafas de RA
translucidas, tablet PC, notebooks, etc

Interfaces basadas en Vision

Los estudios de investigacion para obtener
nuevos sistemas de interaccion basados en
fuentes de percepcion de informacion
como el sonido, el tacto o la visiéon se han
convertido en un campo en auge que
pretende  desarrollar  interfaces  mas
naturales, intuitivas, no invasivas y
eficientes. Hoy en dia, las camaras de bajo
coste 'y con suficiente resolucion se
encuentran en la mayoria de las
computadoras 'y en celulares. La
informacion proveniente de la camara se
puede procesar mediante técnicas de vision
por computador con fines de asistir la
interaccion persona-ordenador obteniendo
las denominadas Interfaces basadas en
vision (VBI) [7]. Segun Turk [11] dichas
interfaces pueden ofrecer diferentes
funcionalidades = como  presencia y
localizacion, identidad, expresion, gestos,
foco de atencion, postura del cuerpo y
movimiento y actividad .

En el campo de la interaccidon persona-
ordenador se utilizan pantallas tactiles
(touchscreen), las cuales estan
superpuestas a un  dispositivo  de
visualizacién, para la entrada tactil, el
panel tactil. En algunos casos, las pantallas
tactiles permiten la deteccion simultdnea
de  varios  puntos de contacto
(multitactiles). Esto ha hecho posible el
desarrollo de metodologias de interaccion
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que permiten al usuario una comunicacion
mas natural e intuitiva con el ordenador.
Los habituales gestos utilizados para
seleccionar, arrastrar, rotar o escalar
objetos visuales han evolucionado a
versiones en las que el usuario utiliza
ambas manos o varios dedos para realizar
las mismas acciones, proveyendo de
mecanismos que se han convertido en
gestos estandares.

Los displays de grandes dimensiones
también se han hecho mas y maés
necesarios por el auge del trabajo
cooperativo en un mismo entorno. Han
surgido nuevos términos para describir
estos dispositivos: superficies (surfaces),
mesas multitactiles (multi-touch tables),
tabletops. La utilizacion de camaras y el
posterior tratamiento de las imagenes
mediante algoritmos de visidbn por
computador se emplea en la construccion
de mesas multitactiles de bajo coste. En un
contexto educativo, las mesas multitactiles
permiten a los estudiantes interactuar con
objetos digitales en tareas colaborativas.
En el caso de la educacion especial, la
tecnologia puede proporcionar a los
usuarios oportunidades de aprender,
compartir informacion y ganar
independencia. Se dedican esfuerzos para
adaptar y desarrollar aplicaciones a las
superficies multitactiles para usuarios con
limitaciones cognitivas y dificultades
sociales.

En [12] se describe una aproximacion
realizada por nuestro grupo para la
construccion de una mesa multitactil de
bajo coste pensando sobre todo en la
seguridad de uso y en la accesibilidad y
confort para usuarios discapacitados.

Lineas de
desarrollo

investigacion y

e Tratamiento de datos obtenidos con
camaras de tiempo de vuelo

e Reconstruccion 3D
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e Simuladores de entrenamiento de
Realidad Virtual

e Visualizacion de terrenos en tiempo
real

e (Captura y visualizaciéon de videos
panoramicos en entornos
inmersivos

e Aplicaciones de Realidad
Aumentada en educacion

e Aplicaciones de Realidad
Aumentada militares

e [Libros Aumentados

e Interfaces Basadas en Visién de
bajo coste

Resultados y objetivos

En el afio 2012, las Universidades que
participan  del  proyecto  “FRIVIG:
Formacion de Recursos Humanos e
Investigaciéon en el area de Vision por
Computadora e Informatica” de la AECID
pusieron en marcha una Especializacion en
Computaciéon Grafica, Imagenes y Vision
por Computadora como posgrado de la
UNLP, con la participacion de docentes-
investigadores de UNLP, UNS, UNICEN y
UIB, con experiencia y formacion en los
temas propuestos. Dicha carrera ha sido
aprobada por el Consejo Superior de la
UNLP y estd en vias de acreeditacion por
la CONEAU.

e Durante los ultimos 2 afios se equip6 al
laboratorio III-LIDI de la UNLP con
equipamiento especifico para vision
por computador e informatica gréfica,
tal como:

o 1 cémara de tiempo de vuelo
MESA SR4000

o 1 gafas de realidad virtual con
tracking Vusix Wrap 920 VR
Bundle

o 1 gafas de realidad aumentada
“video  see-through” Vuzix
Wrap 920AR
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o 2 computadoras con tarjetas
graficas Geforce GTX 690
o 3 TV LED 42" con soporte
HDMI1.4y 120 Hz
o 1 kit Nvidia con gafas 3D
o 3 tablet PC
Se desarrolld un sistema, hardware y
software, que permite la reconstruccién
de modelos 3D basado en la
combinacion de camaras
estereoscopicas y la utilizacion de luz
estructurada [1][2][3].

Actualmente se estan realizando
pruebas con equipamiento de alto coste
recientemente  adquirido como la
camara de tiempo de vuelo MESA
SR4000. Se espera en un corto a
mediano  plazo  poder  realizar
reconstrucciones 3D.

Se realizo6 la construccion de una mesa
multitactil basada en vision por
computador para su uso en educacion
especial [12].

Se estan realizando pruebas de
aplicaciones de realidad aumentada en
exteriores en dispositivos moviles tales
como tablets PC y smartphones [13].

Se esta realizando la construccidon de
un simulador de barco utilizando
realidad virtual, en conjunto con el
instituto Pladema de la UNICEN, con
fines educativos y de difusion a la
comunidad.

Se estd desarrollando un framework de
software por parte de un doctorando
del CITEDEF, para ser ejecutado en
dispositivos moviles (tablets,
notebooks y gafas) basado en realidad
aumentada, vision por computador y
sensores externos para el
reconocimiento, deteccidn, ubicacion,
identificacion y  suministro  de
informacion contextual.

Se estd desarrollando un framework de
software por parte de un doctorando
del VyGLab, para la generacion de
libros aumentados.
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Formacion de recursos humanos

La formacion de recursos humanos es
prioritaria en esta linea, y por esto se
implementd6 la  Especializaciéon  en
Computaciéon Grafica, Imagenes y Vision
por Computadora.

Ademas de los cursos de posgrado
presenciales, semipresenciales y a distancia
que se realizan por parte del profesorado
de las Universidades argentinas y
espafolas, también se han impartido cursos
en las Escuelas Informaticas: “Realidad
Virtual y Realidad Aumentada. Interfaces
basadas en vision” [7] en la XV Escuela
Internacional de Informatica dentro del
XVII Congreso Argentino de Ciencias de
la Computacion (CACIC 2011) y el curso
“Interfaces Gestuales” en la XVI Escuela
Internacional de Informatica dentro del
XVII Congreso Argentino de Ciencias de
la Computacién (CACIC 2012).

En el marco de esta linea de investigacion
hay en curso:

- 4 tesis de doctorados en RA aplicadas
respectivamente a educacidon, al ambito
militar, a la generacion de libros
aumentados, a geologia en ambientes
exteriores;

- 1 tesina de especializacion en RA
aplicada a educacion;

- 3 tesinas de grado, una de visualizacion
de terrenos, otra de libros aumentados con
RA y otra de juegos con RA.

- 1 becario AECI trabajando en el
desarrollo del simulador de barco
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Resumen

Este trabajo presenta el Proyecto trianual
actualmente en ejecucion en la Facultad de
Ciencia y Tecnologia de UADER-Universidad
Auténoma de Entre Rios. Eneste proyecto se
desarrolla un sistema operacional para el
monitoreo de cambios interanuales en la
cobertura vegetal del bosque nativo del centro-
norte de Entre Rios utilizando imagenes
digitales obtenidas en el espectro Gptico por
satélites orbitales. Para ello se adaptan técnicas
digitales de procesamiento de imagenes para la
deteccién de cambios en la vegetacion en los
ambientes sub-himedos del norte provincial.
La metodologia posibilitara el monitoreo
operacional a partir de imagenes satelitales de
diferentes sensores. Las técnicas articuladas por
esta metodologia permiten la deteccion de
cambios entre imagenes de  sensores
espectralmente  compatibles, con o0 sin
calibracion atmosférica. Estas ademas son
resistentes a la confusion producida por la
dinamica compleja de la cobertura vegetal del
area y capaces de incorporar las nuevas
tecnologias  satelitales  actualmente  en
desarrollo. Los resultados y metodologias
desarrolladas en el marco del proyecto
permitiran establecer para el futuro un sistema
operacional de monitoreo de la cobertura de
bosques en la region permitiendo a la Provincia
contar con herramientas para monitoreo del

cumplimiento de la Ley de Presupuestos
Minimos de Proteccion Ambiental de los
Bosques Nativos de la Ley Nacional de
Bosques 26331.

Palabras clave: Imagenes, técnicas digitales,
teledeteccidn, monitoreo, Landsat.

Introduccion

En este trabajo se presentan los lineamientos
principales del proyecto trianual: “Desarrollo
de un Sistema operacional para deteccion de
cambios y monitoreo del bosque nativo usando
imagenes satelitarias. Norte de la Provincia de
Entre Rios”. Este estd en ejecucion desde
Marzo de 2013 en la Facultad de Ciencia y
Tecnologia de la Universidad Autonoma de
Entre Rios -FCyT/UADER. Uno de los motivos
de la puesta en marcha en marcha del proyecto
es el de la necesidad que se observa en los
organismos de control y gestion de contar con
herramientas de monitoreo para el control del
cumplimiento de la Ley de Presupuestos
Minimos para el Bosque Nativo (Ley N°
26331) y para el ordenamiento territorial.

El proyecto utiliza imagenes digitales obtenidas
periodicamente en el espectro oOptico por
satélites orbitales de estudio de los recursos
naturales de la serie Landsat y LDCM-Landsat
Data Continuity Mission. Estas imagenes son
adecuadas para el monitoreo del ambiente a
escala regional por su bajo costo y
caracteristicas  espectro-radiométricas  que
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permiten analizar confiablemente uso vy
cobertura de las tierras. En otras regiones estas
imagenes son usadas con buenos resultados
para el mapeo y deteccién de cambios, como
sefialado por Asner et al. (1998) y Coppin et al.
(2004). En la Provincia de Entre Rios, el
bosque nativo fue mapeado con estas imagenes,
obteniendo buenos resultados en el afio 2008,
por Sabattini et al. (2009). Este mapeo obtuvo
la “Zonificacion del bosque natural” solicitada
por el Gobierno Provincial y segin estos
resultados la provincia contaba, en 2008, con
mas de un millon de hectareas de monte nativo
con fragmentacion y degradacion alta. En afios
posteriores a este mapeo se han producido
cambios que deberan ser detectados para la
actualizacion de mapas, monitoreo y analisis de
los procesos que conducen a la fragmentacion
del bosque natural.

En la Provincia de Entre Rios, las diferentes
condiciones topograficas, de cobertura y de
conservacion, plantean la necesidad de crear o
adaptar  diferentes metodologias para la
articulacion de técnicas digitales de deteccion y
de caracterizacion tematica. Anteriormente en
el CEREGEO - Centro Regional de Geomatica
de la UADER, se realizO una primera
aproximacion en un area piloto del norte
provincial,con una deteccion histérica de los
desmontes cada 5 afios desde 1980 a 2010, en
una faja estrecha, de 70km, entre los rios
Parana y Uruguay, centrada en el Departamento
Federal, publicado en Maldonado et al. (2012).
Esta experiencia piloto mostro la necesidad de
adaptar las técnicas y su articulacion
metodoldgica para un andlisis operativo de la
dinamica de bosques y areas naturales en la
region.

Un sistema operacional para el monitoreo
continuo de los procesos ambientales a lo largo
del tiempo enfrenta los cambios tecnoldgicos
producidos en los sistemas satelitales y debe
utilizar técnicas de procesamiento capaces de
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incorporar imagenes producidas por los nuevos
sensores satelitales desarrollados durante su
tiempo de operacion. La mayoria de las
técnicas de deteccion de cambios no obtienen
buenos resultados con imagenes de diferentes
sensores, como mencionado por Coppin et al.
(2004). Actualmente, la forma mas usada para
incorporar las nuevas imagenes como fuentes
de datos a los sistemas de monitoreo es la
“Deteccion post-clasificacion”. Esta técnica
consiste en la generacidon sucesiva de mapas
tematicos independientes para cada fecha y el
posterior cruzamiento entre estos. Esta técnica
es intuitivamente correcta pero introduce al
sistema de monitoreo el fendmeno Ilamado
“propagacion de errores”. Este amplifica los
errores en los mapas finales por la
multiplicacién de los errores de los mapas
antecedentes, y es en general inaceptable que
para fines cuantitativos, segin muestran
Lunetta et al. (1981), Stow et al. (1990),
Congalton y Green (1999), Pontius Jr y
Millones (2011).

Un sistema operacional para el monitoreo
necesita de una técnica capaz de la deteccién
digital entre imégenes de diversas fuentes para
evitar la necesidad de mapas intermedios, una
de estas técnicas fue desarrollada y presentada
en Maldonado et al. (2002), Maldonado et al.
(2005b), Santos et al. (2005a) y Maldonado et
al. (2007). Esta técnica de deteccion digital de
cambios, “RCEN-Rotacién Controlada por Eje
de No-Cambio” permite el uso simple de
imagenes de diferentes sensores y ya ha
mostrado buenos resultados en regiones
semiaridas de la catinga de Brasil y chaco arido
en Maldonado (2007), regiones sub-himedas
del sur de Chile con explotaciones forestales en
Frau et al. (2009), Bosque mixto del sur de
Brasil en Scharlau et al. (2012), en bosque
himedo de la selva amazodnica en Graca et al.
(2008), Maldonado et al. (2009) y en el bosque
atlantico por Arasato et al. (2012). La
caracteristica principal de esta técnica es la
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rotacion controlada del espacio bi-temporal de
la radiometria de las imagenes digitales,
produciendo  buenos  resultados usando
imagenes sin calibrar o de diferentes sensores,
como presentado en Maldonado et al. (2007).

El objetivo general del proyecto es el desarrollo
de un sistema operacional para la deteccion y
monitoreo de los cambios interanuales
ocurridos en la cobertura vegetal del bosque
nativo del centro-norte de Entre Rios desde el
afio 2008 a la actualidad. Para alcanzar esos
objetivos se desarrollara una metodologia que
articule las técnicas de deteccion de cambios
con las técnicas de caracterizacion tematica de
los cambios. Posteriormente se aplicaran las
técnicas RCEN para deteccion exploratoria y
planificacion del trabajo de campo. Se
adecuaran y  aplicaran  técnicas  de
levantamiento de campo para la caracterizacion
tematica de los cambios en el bosque natural. Y
se aplicaran las técnicas RCEN y RCEN multi-
espectral para la deteccion de los cambios
producidos y seactualizardan los mapas de
vegetacion.

Lineas de Investigacion y Desarrollo

Para suplir estas necesidades metodoldgicas el
Proyecto es ejecutado por un equipo
multidisciplinario con  capacitacion para
desarrollar y adaptar Técnicas digitales de
procesamiento de imagenes, adaptar y aplicar
Técnicas de levantamiento Botanico vy
comprender la dindmica ambiental en una
region donde predomina la actividad
agropecuaria. La metodologia ha desarrollar en
este proyecto, articulara técnicas de pre-
procesamiento de imagenes digitales, de
deteccion de cambios radiométricos, mapeo de
los cambios y trabajos de levantamiento de la
verdad de campo. A seguir se detallan algunas
etapas de la metodologia:

Consolidacion de la base de datos cartograficos
en el SIG- Sistema de Informacion Geografica.
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Obtencion de las imagenes deteccion con la
técnica RCEN para orientar el trabajo de campo
y la recoleccion a campo de muestras de
cambios  intra-anuales e inter-anuales.
Posteriormente la adecuacionde las técnicas
digitales de rotacion radiométrica controlada
para la deteccion de cambios en region de
condicion ambiental humeda y estacionalmente
complejas del centro-norte de Entre Rios.
Levantamientos fito-fisondmicos para
caracterizar los cambios, segun Maldonado et
al. (2005a). Aplicacién de la técnica “RCEN
multi-espectral” y obtencion del mapa de
cambios correspondiente al afio, con una
leyenda tematica de intensidad y direccion de
los cambios. Aplicaciéon de la Técnica de
actualizacion de mapas: Esta técnica se basa en
un simple cruzamiento entre el mapa de uso
anterior y el mapa de intensidad de los cambios,
interpretando los cambios tematicos a través de
una leyenda compleja en el mapa actualizado la
que luego serd simplificada para obtener el
mapa final. Analisis de la confusion del mapeo
segun "Cantidad y localizacion del desajuste™
segun Pontius y Millones (2011). Ajuste y
articulacion de las técnicas para obtener un
sistema operacional ajustado a la complejidad
del ambiente del norte provincial. Formulacion
de la Metodologia y test de la metodologia.

Formacion de recursos Humanos

Durante la ejecucion del proyecto seran
ofrecidas dos becas de iniciacidn por afio para
alumnos de las licenciaturas en biologia y en
informatica, para apoyo al muestreo vy
descripcion de la vegetacion y programacion de
rutinas en el SIG-Sistema de Informacion
Geografica. También se incorporardn dos
becarios por afio en la carrera de Licenciatura
en Biologia para desarrollar sus trabajos finales
de formacion de grado e actividades iniciales
para su especializacion futura en el uso de geo-
tecnologias (subsedes Diamante y/o Parana).
Algunas actividades de actualizacion de mapas
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de ambientes seran articuladas para la
produccién de trabajos finales de formacion de
los alumnos de grado. Los resultados
intermedios de la etapa de deteccion, seran
generados con participacion de dos becarios de
Doctorado del CONICET, para seguimiento y
especializacién de incendios

Resultados esperados

El principal resultado es una metodologia
operacional para el monitoreo anual de los
cambios en la cobertura vegetal del bosque
nativo. Esta metodologia operacional minimiza
el efecto de las fuentes de error, errores que son
propagados a los largo del tiempo. Estas
fuentes de errores estdn asociadas con la
subjetividad de la intervencion humana, sobre
todo cuando el personal en operacién del
sistema cambia durante el tiempo de
funcionamiento de sistema de monitoreo. El
sistema producira periédicamente Mapas de
intensidad de los cambios del bosque natural
del centro-norte de Entre Rios. Mapas de
cambios de uso producidos en areas de bosque
natural del centro-norte de Entre Rios y Tablas
de cuantificacién de los cambios.
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Resumen

En este articulo se expone la investigacion
que se realiza dentro de la asignatura Teorfa de
la Computaciéon de la carrera Licenciatura en
Sistemas de Informacién, perteneciente a la
Facultad de Ciencias Exactas, Quimicas y
Naturales de la Universidad Nacional de
Misiones. El objetivo de la experiencia es
constituir una propuesta didactica curricular en
torno a las practicas realizadas con herramientas
de software dentro de la catedra, con el
proposito de lograr una mejor comprension y
afianzamiento de los conocimientos en temas
teoricos y obtener un prototipo funcional por
parte de los alumnos al finalizar el cursado.

Palabras clave: Educacién universitaria,
Estrategias  didacticas,  Teorfa  de la
Computacién, Compiladores.

Contexto

Este trabajo se enmarca en el “Programa de
Investigaciéon en Computacion” del Centro de
Investigaciéon y Desarrollo Tecnolégico de la
Facultad de Ciencias Exactas Quimicas y
Naturales de la Universidad Nacional de
Misiones.

Dentro del proyecto se desempefian docentes,
tesistas, y becarios de las carreras de Analista en
Sistemas de Computacién, Licenciatura en
sistemas de Informacion.

Introduccion

La planificaciéon y ejecucion de procesos de
enseflanza-aprendizaje plantea un gran desafio a
los docentes responsables de la catedra Teorfa
de la Computaciéon que se dicta en el primer
cuatrimestre del tercer afo de la carrera
Licenciatura en Sistemas de Informacién de la
Facultad de Ciencias Exactas, Quimicas y
Naturales perteneciente a la  Universidad
Nacional de Misiones. La tarea docente se
complejiza a causa del grado de abstracciéon que
requiere el cursado y la necesidad de relacionar
todos los contenidos aprendidos en las catedras
anteriores de la carrera hasta ese momento.

El equipo docente, que se fue conformando a
partir del ano 2010, se aboc6 en su primer
dictado a la ensefianza de los aspectos tedricos
vinculados a los principios de disefio de
compilacién. Para la resolucién de las guias
practicas se opt6 por aplicar el modelo “grupo
cooperativo” organizandose, en esa
oportunidad, diez grupos de trabajo al comenzar
el cursado. Los practicos consistieron en
cuestionarios tedricos y construccion de mapas
conceptuales integratorios. Al finalizar cada
practica, se realizaron la puesta en comuin del
tema estudiado.

En dictados posteriores se incursioné en el
desarrollo basico de prototipos de algoritmos,
logrando que los alumnos trabajen en un
proyecto donde implementaron un lenguaje de
programacion acotado tomando como
referencia algin lenguaje imperativo aprendido
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en catedras anteriores. Asi se logré un mejor
afianzamiento de los contenidos tedricos.

A partir de los resultados obtenidos con el
cursado del ano 2011 la asignatura se plante6 la
necesidad de incluir herramientas informaticas,
tales como software de simulaciéon, que
colaboren en el proceso de afianzar lo

aprendido.

Como se expresa en [1], la posibilidad de
probar un modelo, evaluarlo, ajustatlo y volverlo
a probar hasta que el resultado sea satisfactorio
contribuye al desarrollo de patrones o esquemas
mentales adecuados para razonar y comprender.
As{ es posible que la aplicacién de refinamiento
sucesivo facilite al sistema cognitivo del sujeto la
tarea de anticipar el comportamiento del modelo
y permita redirigir ese esfuerzo hacia la
comprension de la teorfa que respalda la practica
en proceso.

El software setia, en este caso, el elemento
que simplificaria ese proceso de refinamiento
sucesivo y ayudaria en la generaciéon de
relaciones pertinentes [1] que permitiese dotar
de significado las expresiones regulares,
autématas finitos, gramatica libre de contexto y
arboles sintacticos que se emplean para describir
el comportamiento de las distintas fases de un
compilador [2] [3] [4].

Objetivos

El objetivo de este proyecto es mejorar la
comprensiéon de los alumnos dentro de la
catedra a partir de la incorporaciéon de una
estrategia didactica que incluya herramientas
software en las practicas realizadas en la
ensefanza de compiladores.

Implementacion de Simuladores y
Metacompiladores para un
Aprendizaje Constructivista

Nuestra experiencia nos llevé a proponer la
utilizaciéon de simuladores, como ser el JFLAP
[5] para la teorfa de autématas y el
ANTRLWorks [0] [7] para el arbol sintactico,

que proveen un interesante enlace entre la teorfa
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y la practica, entendiéndose que los simuladores
son solo herramientas de software que ayudarian
al alumno a comprender los temas centrales de
la catedra.

. .
)] JFLAP : (ex1. Aa ) (e ]
file Input Test View Convert Help [x]
Editor

[4]

4] [+]
Automaton Size

Fig. 1. JFLAP/ Automatas finitos

‘String accepted! 8155 nodes generated.

LHS RHS
E = EoE
E —(E)
E — numero
o —+
5 g
o i
mumero —* 1
numero | — 2
fnumero —* 3

mumero —* 4

fnumero —* 5

numero | —* 6

[Derved 2 from numero. Derrvatons complets.

Fig. 2. JFLAP/ Arbol sintactico

Buscando  estrategias  didacticas  que
fortalezcan la comprensiéon de los alumnos y
acompafen el Proceso Ensefianza-Aprendizaje
dentro de la catedra Teoria de la Computacion,
se optd por aplicar el enfoque constructivista.
Este modelo define que el conocimiento se
construye a partit de los esquemas que el
individuo ya posee, sus conocimientos previos.
Se trata de un proceso que se desarrolla dia a
dfa, centrado en la persona que aprende y que le
permite adquirir, no solamente un nuevo
conocimiento, sino también una nueva
competencia que podra aplicar a futuras
situaciones [8].

Con esta intension se planted a los alumnos,
en la segunda etapa del cursado, el desarrollo de
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un trabajo integrador que consistié en la
implementacién de un prototipo de lenguaje. El
estudiante tenfa dos posibles caminos a seguir,
optar por el uso de un lenguaje de programacion
que conociera o utilizar algin metacompilador;
en ambos casos obtendria soporte y respuestas a
consultas referentes a la construcciéon de su

propio lenguaje.

Si bien se presentaron las caracteristicas
generales de diferentes metacompiladores, como
ser PLY (Python, Lex y Yacc) [9], ANTRL,
JFlex y Bison, un relevamiento expuso que en
cinco de los siete grupos que permanecian
activos en el ultimo mes de cursado, se
encontraba al menos un alumno que tenfa
conocimiento de Phyton por haber realizado un
curso de Extension el afio anterior. Esta
situacion decidié la presentacion mas detallada
del metacompilador PLY que se caracteriza por
implementarse en su totalidad en Python,
ademas es sencillo de usar y proporciona una
extensa comprobacion de errores.
PLY propotrciona la base lex / yacc.

Cada grupo decidid, segun sus conocimientos
de programacion, las herramientas de software a
utilizar para implementar las primeras fases del
prototipo avanzado de su lenguaje.

Durante esta etapa se continud trabajando en
forma grupal, con el modelo de “aprendizaje
cooperativo”, considerando que la construccién
del conocimiento, segun el enfoque utilizado, se
produce cuando el alumno interactia con otros
[8]. La consigna incluyé la presentacion del
producto obtenido.

Lineas de investigacion y desarrollo

Algunos de nuestros propdsitos proximos
son:

e Elaborar un Cuaderno de Catedra con
la finalidad de presentar al alumno una
base teorica, gufa de trabajo a seguir,
ejercitaciones practicas y
cuestionarios.

e Conformar un soporte multimedial
que permita contener al alumno en el
trascurso del dictado de la catedra y
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que le ayude a profundizar y ampliar
todos aquellos temas que se tratan en
la catedra.

e Disenar e implementar alguna
herramienta de programacién visual,
orientado a un lenguaje especifico con
propositos educativos.

e Disefio e implementaciéon de un
Framework de trabajo orientado a un
lenguaje especifico o a la conjuncion
de las herramientas de desarrollo.

Resultados y Objetivos

De los diez grupos cooperativos que se
conformaron al iniciar el dictado 2012, tres
abandonaron el cursado antes de iniciar el
trabajo integrador. Si bien no se investigaron las
causas de tal decision, se presume que las
razones podrian deberse a sobrecarga de
actividades académicas y laborales.

Se realiz6 una encuesta anonima a fin de
analizar la opinion de los estudiantes respecto a
la incorporacion de las herramientas JFLAP vy
ANTLRWorks en las practicas correspondientes
a las fases analizador 1éxico y sintactico como
apoyo de los conceptos tedricos. La misma
arroj6 como resultado que el 72% de los
alumnos, sobre un total de 18, concluyeron que
las practicas realizadas con software le sirvieron
para entender los conceptos tedricos de la
asignatura.

Los siete grupos que completaron el cursado
2012 lograron desarrollar, con diferentes grados
de complejidad, el prototipo solicitado. Cinco
grupos trabajaron con la herramienta PLY y dos
lo implementaron usando .NET.

Conclusiones

La experiencia que implicé la incorporacion
de las herramientas de software dentro de la
catedra produjo buenos resultados para ambas
partes involucradas en el proceso: los docentes
se encontraron con actividades productivas
realizadas por los estudiantes en sus practicas, y
los alumnos demostraron mejor destreza y
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confianza en ellos mismos al momento de
trabajar con las herramientas y confeccionar su
propio prototipo de lenguaje de programacion.

Por ser éste el primer dictado en que la
asignatura implementa un trabajo integratorio
con estas caracteristicas, no existen datos
previos que puedan servir de comparacion,
aunque el equipo de catedra reconoce el avance
logrado en cuanto al grado de comprension de
los contenidos e interés en las actividades
planteadas, cuestiones que se vislumbran al
observar la calidad de los prototipos disefiados y
la originalidad de los mismos.

Una encuesta posterior al trabajo integrador
arroj6 que para el 82% de los estudiantes fue un
desafio motivador para seguir investigando y les
permiti6é integrar los conceptos tedricos dados
en la catedra.

Formacion de Recursos Humanos

En esta linea de investigaciéon se esta
desarrollando una tesis de grado en la carrera
Licenciatura en Sistemas de Informacion.
Conjuntamente se prevé conformar un grupo de
investigaciéon en el marco del Departamento de
Informatica de la F.C.E.Q. y N. orientando las
lineas de investigaciones futuras a la
construccion de compiladores.
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Resumen

Un entorno virtual de aprendizaje es una
herramienta tecnolégica que constituye un en-
torno dindmico, con determinadas condiciones
fisicas y temporales, que posibilitan y favore-
cen el aprendizaje. El pensamiento critico des-
de un punto de vista practico, es un proce-
so mediante el cual se usa el conocimiento y
la inteligencia para llegar, de forma efectiva,
a la posicion mas razonable y justificada so-
bre un tema. Se basa en valores intelectuales
que tratan de ir mas alld de las impresiones y
opiniones particulares, por lo que requiere clar-
idad, exactitud, precisién, evidencia y equidad.
Tiene por tanto una vertiente analitica y otra
evaluativa. Sin embargo, se trata de un enfoque
que por ser analitico, es simplificador. De man-
era de desarrollar un modelo abarcador de la
complejidad, que tenga en cuenta las carac-
teristicas, el ambiente y los componentes del
entorno virtual de aprendizaje, asi como mu-
chos otros aspectos relevantes para conformar
el modelo, tales como pueden ser las emociones
del aprendiz, es que se propone un desarrollo
basado en una perspectiva sistémica.

Palabras clave: Entornos Virtuales de
Aprendizaje - Pensamiento Critico - Sistémi-
ca

Contexto

Esta linea de investigacién estd inserta en
el marco del desarrollo de un trabajo final
para optar por el titulo de Especialista en
Ensenanza de las Tecnologias de la Universi-
dad Nacional de Santiago del Estero, traba-
jo éste denominado ”Propuesta de un mode-
lo para incorporar el Pensamiento Critico a
los Entornos Virtuales de Aprendizaje (EVA),
desde una perspectiva Sistémica”. Se vincula
con el proyecto de investigaciéon denominado
”Demarcacién disciplinar de la Informatica FEd-
ucativa para orientar el desarrollo, uso y eval-
uacion de recursos que soportan el aprendizaje
de personas y maquinas”,C/113, dirigido por
Isabel Velazquez.

Introduccion

Con frecuencia se afirma que los entornos
virtuales promueven por si mismos nuevas for-
mas de aprendizajes, que responden a nuevas
teorias. Se da por supuesto que los nuevos
medios permiten superar los enfoques tradi-
cionales de la ensenanza, centrados en las clases
expositivas y en la reproduccién acritica de los
contenidos por parte del alumno, para pasar
a una apropiacion auténoma, con espacios de
discusién y construccién de conocimientos [6].
En los ultimos anos ha habido cambios im-
portantes en la concepcién del aprendizaje y
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de la ensenanza, el concepto de aprendizaje se
amplia o ramifica a través de diversos califica-
tivos: natural, significativo, colaborativo, dis-
tribuido, entre otros. Los cambios en la cul-
tura del aprendizaje historicamente estdn lig-
ados al desarrollo de nuevas tecnologias. Nu-
merosos aportes se destacan al respecto, aquel-
los que desarrollaron investigaciones del apren-
dizaje desde la perspectiva de los alumnos de
nivel universitario, identificando tres maneras
de analizar las tareas de aprendizaje: profun-
do, superficial y estratégico. El dilema prin-
cipal parece radicarse en el hecho que se ha
genera alrededor de cada disciplina; lo que im-
plica que, para cumplir con su misién, la uni-
versidad contemporanea debe brindar a sus es-
tudiantes una educacién que los prepare tanto
para las exigencias de hoy, como para las de los
préximos 70 anios de su vida. La capacidad de
andlisis, inferencia, interpretacién, explicacién
y evaluacion, sustentadas por la autorregu-
lacién y actitud investigativa, vigilante, hones-
ta y flexible se convierte en lo que distingue al
profesional que esté capacitado para enfrentar
los desafios de la sociedad moderna.[1] Por otro
lado, el pensamiento critico [4] es un modo de
pensar, en el cual el pensante mejora la calidad
de su pensamiento al apoderarse de las estruc-
turas inherentes del acto de pensar y al some-
terla a los estdndares intelectuales. El aporte
de este trabajo sera la propuesta de un mode-
lo que permita integrar el Pensamiento Critico
en los EVA, pero al ser el pensamiento critico
simplificador de la complejidad y analitico por
naturaleza, se vuele necesario incluir algtin tipo
de pensamiento que permita recuperar con in-
teligencia la complejidad, vista como los sis-
temas filoséficos, los sistemas metodoldgicos,
los sistemas tedricos y los sistemas puramente
de aplicacién en la educacion.
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Lineas de investigacién y desar-
rollo

La presente linea de investigaciéon estudi-
ara la integracion del Pensamiento Critico en
los EVA, mediante un modelo que permita
aprender por conectividad, desde una perspec-
tiva sistémica. Para ello:

= Se identificaran los lineamientos del Pen-
samiento Critico y se los comentara.

= Se desarrollard un modelo que permita in-
tegrar dichos lineamientos en un EVA.

= Se tenderd a incorporar el sentido comun
a la praxis en un EVA.

= Se disenarda un modelo que permita inte-
grar diferentes capacidades, incorporando
otros tipos de pensamientos referidos a la
observacién, reflexién, entre otros.

Soporte Informatico Educacional
Basado En Pensamiento Critico y
Creatividad

Existe una relacion inversa entre la capaci-
dad de un sistema computacional para suplan-
tar actividades intelectuales y el grado en el
cual estas actividades se caracterizan por la
individualidad y la creatividad [2]. Entre las
dimensiones que pueden emplearse para pen-
sar sobre el aprendizaje, o los niveles de pen-
samiento critico aplicables a este contexto,se
tiene:

= La evaluacién personal,
= Los criterios de consenso,
= Los criterios auténomos,

= La evaluacion de pares.
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Los desarrollos basados en computadora que
soporten el pensamiento critico, deben toler-
ar formas de actividad intelectual divergente
(pensamiento creativo) y convergente (estruc-
turas simples). Esto significa que deben dar
soporte a la representacién del conocimiento,
al modelado de la estructura del conocimien-
to, realizar vinculos con inferencias basadas en
ontologias, agrupamientos por palabras claves
y establecer correspondencias entre palabras
claves.

Estandares Intelectuales Universales

Paul [4] sostiene que los estdndares intelec-
tuales universales son estdndares que deben
usarse cuando se quiera verificar la calidad
del razonamiento sobre un problema, asunto
o situacién. Pensar criticamente implica dom-
inar estos estdndares. Para ayudar a los es-
tudiantes a aprenderlos, los profesores deben
formular preguntas que exploren su capacidad
de pensar criticamente; preguntas que provo-
quen que los estudiantes se responsabilicen por
su pensamiento; preguntas que, al formularse
con regularidad en el aula, se vuelvan parte
de las preguntas que los estudiantes necesitan
formular. Algunos estandares del Pensamiento
Critico son:

s (Claridad: Es un estandar esencial. Si un
planteamiento es confuso, no se puede
saber si es exacto o relevante.

= Fractitud:Un enunciado puede ser claro
pero inexacto.

» Precision: Un planteamiento puede ser
claro y exacto pero impreciso.

= Relevancia: Un planteamiento puede ser
claro, exacto y preciso pero irrelevante al
asunto o a la pregunta.

= Profundidad: Un enunciado puede ser
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claro, exacto, preciso y relevante pero su-
perficial.

s Amplitud: Una linea de razonamiento
puede ser clara, exacta, precisa, relevante
y profunda pero carecer de amplitud.

= Ldgica: Cuando las ideas combinadas se
apoyan entre si y tienen sentido, el pen-
samiento es logico.

El Conectivismo

Segun Siemens [5], el conductismo, el cog-
nitivismo y el constructivismo son las tres
grandes teorias de aprendizaje utilizadas mas
a menudo en la creacién de ambientes instruc-
cionales. Estas teorias, sin embargo, fueron de-
sarrolladas en una época en la que el aprendiza-
je no habia sido impactado por la tecnologia
informética. En los tltimos veinte anos, la tec-
nologia informatica ha reorganizado la forma
en la que vivimos, nos comunicamos y apren-
demos. Las necesidades de aprendizaje y las
teorias que describen los principios y proce-
sos de aprendizaje, deben reflejar los ambientes
sociales subyacentes. El conectivismo es ori-
entado por la comprensién que las decisiones
estan basadas en principios que cambian rapi-
damente. Continuamente se estd adquirien-
do nueva informacién. Tal como menciona
Siemens, los principios del conectivismo son:

= El aprendizaje y el conocimiento depen-
den de la diversidad de opiniones.

= El aprendizaje es un proceso de conectar
nodos o fuentes de informacién especial-
izados.

= El aprendizaje puede residir en disposi-
tivos no humanos.

= La capacidad de saber més, es mas critica
que aquello que se sabe en un momento
dado.
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= La alimentacién y mantenimiento de las
conexiones es necesaria para facilitar el
aprendizaje continuo.

= La habilidad de ver conexiones entre
areas, ideas y conceptos es una habilidad
clave.

» La actualizacién (conocimiento preciso y
actual) es la intencién de todas las activi-
dades conectivistas de aprendizaje.

= La toma de decisiones es, en si misma, un
proceso de aprendizaje. El acto de escoger
qué aprender y el significado de la infor-
macién que se recibe, es visto a través del
lente de una realidad cambiante. Una de-
cisién correcta hoy, puede estar equivoca-
da mafiana debido a alteraciones en el en-
torno informativo que afecta la decisién.

Los Entornos Virtuales de Aprendiza-
je

Caracterizar el aprendizaje en entornos
virtuales como un proceso de construccién
supone, esencialmente, afirmar que lo que el
alumno aprende en un entorno virtual no es
simplemente una copia o una reproducciéon de
lo que en ese entorno se le presenta como
contenido a aprender, sino una reelaboracion
de ese contenido mediada por la estructura
cognitiva del aprendiz. El aprendizaje virtu-
al, por tanto, no se entiende como una mera
traslacién o transposicion del contenido exter-
no a la mente del alumno, sino como un pro-
ceso de (re)construccién personal de ese con-
tenido que se realiza en funcién, y a partir,
de un amplio conjunto de elementos que con-
forman la estructura cognitiva del aprendiz:
capacidades cognitivas bésicas, conocimiento
especifico de dominio, estrategias de apren-
dizaje, capacidades metacognitivas y de au-
torregulacion, factores afectivos, motivaciones
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y metas, representaciones mutuas y expecta-
tivas. La actividad mental constructiva que el
alumno, al poner en juego este conjunto de el-
ementos, desarrolla en torno al contenido se
configura, desde esta perspectiva, como clave
fundamental para el aprendizaje, y la calidad
de tal actividad mental constructiva, por lo
mismo, se configura como clave fundamental
para la calidad del aprendizaje: ni toda ac-
tividad que el alumno realiza cuando aprende
conlleva actividad mental constructiva, ni to-
da actividad mental constructiva es igualmente
deseable ni 6ptima para un aprendizaje de
calidad. 3]

El Pensamiento Sistémico

El Pensamiento Sistémico es el proceso de
comprender como los sistemas interactian o
se influencian entre si constituyendo un todo.
Se define como un enfoque para la resolucién
de problemas, en donde los problemas forman
parte de un sistema global. Es un conjunto de
habitos o practicas dentro de un marco de tra-
bajo que se basa en la creencia de que las partes
componentes de un sistema pueden entender-
se mejor en el contexto de las relaciones entre
si y con otros sistemas, en lugar de manera
aislada. El pensamiento sistémico se centra en
ciclico y no lineal de causa y efecto.Cuando las
percepciones simples no son suficientes, surge
la necesidad de contar con otras herramien-
tas que respondan qué, quién, cuanto, donde.
Se requiere entonces ampliar el sentido comun,
ya sea en la forma de desarrollar mejores her-
ramientas para realizar percepciones simples,
métodos mejores para simplificar percepciones
complejas, o mejores enfoques para hacer juicio
sobre la base de estas percepciones. Tal como se
sostuvo en las conversaciones de la IFSR (In-
ternational Federation for Systems Research)
Abril 2012) se estan haciendo muchos inten-
tos para refinar la nocién de sentido comun,
pues bien, las actuales concepciones de la cien-
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cia enfrentan el mismo obstaculo de ampliar el
repertorio mas alla de lo simple.

Resultados y Objetivos

El objetivo general de esta linea de investi-
gacién es contribuir a la integracion del Pen-
samiento Critico en los Entornos Virtuales de
Aprendizaje, mediante un modelo que permita
aprender por conectividad, desde una perspec-
tiva sistémica. El objetivo particular del plan
es desarrollar un modelo, aunque méas no sea
esquematicamente como orientacién, que per-
mita integrar dichos lineamientos en un En-
torno Virtual de Aprendizaje, y permitir la in-
tegracion de diferentes capacidades, incorpo-
rando otros tipos de pensamientos referidos a
la observacién, reflexién, entre otros.

Formacion de Recursos Hu-
manos

Actualmente el equipo de trabajo de esta
linea de investigacion se encuentra compuesto
por estudiantes avanzados de la carrera de
Licenciatura en Sistemas de Informacion, de
la Especializacién en Ensenanza de las tec-
nologias, sociélogos y docentes del Laborato-
rio de Informatica de la Facultad de Ciencias
Exactas y Tecnologias de la UNSE.
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Motores de Juegos e Inteligencia Artificial
para la Ensenanza
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Bett, G. — Fernandez, J. — Serrano, D..

Proyecto: Disefio de Motores de Juegos y Componentes para Ensefianza y Aplicaciones de la
Inteligencia Artificial (Codigo: UTN1707)
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diegojserrano@gmail.com }

Resumen

En la organizacion curricular de la
carrera de Ingenieria en Sistemas de
Informacibn es poco comun la
integracion de asignaturas de diferentes
areas aun cuando existan tematicas,
practicas o incluso docentes en comun.
Si bien es habitual identificar estrategias
de integracion entre asignaturas
correlativas  (integracion vertical), no
ocurre lo mismo con asignaturas de un
mismo nivel (integracion horizontal) ni
con asignaturas de otras areas.
Distintas materias incluyen el estudio de
temas que permitiian al alumno
desarrollar software para dominios
diversos. Por otro lado, otras
asignaturas solicitan el desarrollo de
agentes inteligentes gue suelen
plantearse como “jugadores” virtuales
para simulaciones de estrategias frente
al accionar de un adversario; y la
evaluacion de estos trabajos requiere un
esfuerzo considerable por parte del
docente. Se plantea aqui una propuesta
de integracion consistente disefar
actividades practicas que involucren a
alumnos de asignaturas distintas,

mediante la cual algunos desarrollen
motores para diferentes juegos o
escenarios, Yy alumnos de otras
asignaturas desarrollen los jugadores o
agentes. El desafio es que en el
desarrollo del motor del juego, se
plantee un marco de trabajo general,
que permita el disefio de nuevos
escenarios desde un modelo de
reusabilidad, pero gue permita
incorporar agentes externos con relativa
sencillez.

Palabras clave: Algoritmos - Aplicacion
Educativa - Componentes - Integracion -
Inteligencia Artificial - Modelos de
Juegos -

Contexto

La propuesta se plante6 en el proyecto
que se designa oficialmente como
Disefio de Motores de Juegos Yy
Componentes para Ensefianza vy
Aplicaciones de la Inteligencia Atrtificial,
presentado para su aprobacion definitiva
en los primeros dias de Marzo de 2013.
El proyecto esté integrado por docentes
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de varias Catedras de la UTN Cérdoba
con orientacion a la programacion y/o a
los paradigmas de programacion, y
surgid como una forma de estudiar,
poner en practica y analizar diferentes
ideas de integracion entre trabajos de
distintas catedras. Estas ideas surgian
de reuniones y conversaciones entre
pares y notando que muchos docentes
sugerian desde hace tiempo Ia
posibilidad del desarrollo de actividades
conjuntas, con algun tipo de marco de
trabajo disefiado y prefijado, es que se
decidié el planteo de un proyecto de
investigacion que las formalice.

Introduccion

Diversas asignaturas de la carrera de
Ingenieria en Sistemas de Informacién
(como Algoritmos y Estructuras de
Datos (AED), Paradigmas de
Programacion (PPR), y las electivas
Tecnologia de Software de Base (TSB)
y Diseflo de Lenguajes de Consulta
(DLC)) incluyen en sus programas el
estudio de un amplio abanico de
estructuras de datos y sus algoritmos
relacionados, permitiendo al alumno
desarrollar software para dominios
diversos. Esta situacibn es muy
aprovechada en evaluaciones parciales,
trabajos practicos y examenes finales en
las cuales se solicita el desarrollo y
entrega de programas aplicables a
escenarios muy diferentes entre si. Por
otro lado, en otras asignaturas (como
Inteligencia Atrtificial (IAR)) se pide a los
alumnos el desarrollo de agentes
inteligentes tales como redes de
Hopfield, redes neuronales o agentes de
basqueda mediante heuristicas varias.
Entre tales actividades suele solicitarse
a los alumnos la creacién de “jugadores”
para ciertos juegos ampliamente
conocidos, o bien el desarrollo de
componentes a modo de "agentes"
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(Dignum, Bradshaw, Silverman, & van
Doesburg, 2009) para simulaciones de
estrategias frente al accionar de un
adversario, de modo que los jugadores
0 agentes consisten en alguna pieza de
software cuya interfaz o protocolo es
definida con exactitud por el cuerpo
docente y cuyo comportamiento es
desarrollado por cada grupo de
alumnos. Para la evaluacion de esta
actividad practica el docente puede
hacer competir a los "jugadores" de
diferentes grupos entre si. Sin embargo,
esta tarea requiere un esfuerzo
considerable por parte del cuerpo
docente que debe programar un “motor”
y/o un “tablero” para el juego, es decir,
un software que seleccione la estrategia
de dos o0 mas grupos Yy las ejecute en
forma simultanea comunicando a cada
una de las partes el estado del juego y
el movimiento del adversario. Ademas el
motor debe identificar si un jugador
intenta un movimiento o una accién no
vélida segun las reglas o restricciones
del juego y debe poder detectar una
situacion ganadora o que identifique la
finalizacion del juego. El desarrollo del
motor del juego es una tarea de
programacion compleja y debe ser
realizada una vez por cada juego, ya
que es muy dificil utilizar un mismo
motor para juegos con reglas diferentes.
Por lo tanto se requiere un esfuerzo
importante por parte del plantel docente
para programar ese motor, ya sea que
lo realicen los mismos docentes o0 que
requieran el auxilio de un ayudante de
catedra o becario. En los lenguajes de
programacion que se utilizan en la
carrera resulta relativamente simple y
natural construir un marco de trabajo (o
framework) (Salen & Zimmerman,
2003) a modo de contenedor, dentro del
cual se pueda correr el motor de las
reglas del juego para que tome a los
jugadores 0 agentes como
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componentes. Ademas, al mismo tiempo
que se programan componentes para
dicho framework, se continda el
perfeccionamiento de la programacion
flexible y extensible aprovechando a
fondo un paradigma como el de la
Programacion Orientada a Objetos. En
ese sentido, entonces, la propuesta de
integracion consiste en la realizacion de
actividades préacticas que involucre a los
alumnos de asignaturas diversas. Los
alumnos de una u otra asignatura
desarrollan motores para diferentes
juegos y los alumnos de otras
asignaturas desarrollan los jugadores o
agentes. El desafio es que en el
desarrollo del motor del juego, se llegue
al planteo de un framework que permita
el disefio de esos motores y escenarios
en forma genérica (Salen & Zimmerman,
2003), de forma que pueda reusarse y
facilitar el trabajo posterior cuando se
pidan nuevos escenarios, pero que
permita integrar agentes externos con
relativa sencillez.

Lineas de Investigacion y

Desarrollo

Las principales lineas de accion,
investigacion y desarrollo previstas para
el proyecto son las siguientes:

1. Seleccion de los juegos o situaciones
base y determinacion de las reglas:
Deben seleccionarse  juegos o]
escenarios de competencia que
ofrezcan dificultades razonables vy
planificadas para el aprendizaje de los
alumnos (Schell, 2008), de forma tal que
los motores requieran el uso de
estructuras de datos y algoritmos que
puedan aprender en asignaturas previas
y que los jugadores requieran
estrategias de juego que puedan
desarrollar con los conceptos adquiridos
en materias posteriores. Son aplicables
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también diversas estrategias, como los
algoritmos evolutivos (Ashlock, 2006) o
los algoritmos genéticos (Chisholm &
Bradbeer, 1997). Esta actividad requiere
del andlisis del estado del arte actual en
la materia, estudiando publicaciones
que se hayan realizado al respecto, y
experiencias llevadas a cabo por otros
grupos de investigacion.

2. Seleccion de las tecnologias de
desarrollo: Un aspecto muy importante
es que deben seleccionarse tecnologias
de desarrollo que sean ampliamente
dominadas por todos los alumnos para
gue dicha eleccidon no resulte en una
complejidad adicional. Para ello deben
considerarse todas las tecnologias que
los alumnos conozcan en profundidad
por haberlas aprendido en el transcurso
de su carrera (no necesariamente las
que hayan adquirido en estas
asignaturas especificas).

3. Definicion  del protocolo de
comunicacién entre el motor y los
jugadores: El protocolo de comunicacién
seleccionado también influye en esta
decisién. Si se decide que todos los
grupos utilicen el mismo lenguaje de
programacion, podria seleccionarse
Java por ser el mas estudiado en la
actualidad en nuestras materias. Si se
decide que los jugadores se
comuniquen con el motor por medio de
la entrada y salida estandar, cada
equipo puede elegir practicamente
cualquier lenguaje de programacion
moderno.

4. Desarrollo del motor: Esta tarea
requiere trabajo en equipo y dominio
acabado de una plataforma de
desarrollo que incluya capacidades
gréficas. Aqui se aplicaran algoritmos y
estructuras de datos basicas vy
avanzadas, asi como elementos de
disefio y analisis de algoritmos. ElI motor
puede plantearse como un componente
evaluador y controlador de reglas del
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juego. De esta forma, el desarrollo
termina enfocandose en un servidor que
sea capaz de correr el motor,
incorporando agentes a modo de
jugadores.

5. Desarrollo de los jugadores: Se
requiere el conocimiento y el dominio de
elementos de Inteligencia Artificial
aplicados al contexto especifico de
situaciones de juegos y presencia de
adversarios. En el contexto de lo
expuesto en el punto anterior, los
jugadores pueden desarrollarse como
componentes  que  ejecutan las
estrategias impuestas por el motor.

6. Ejecucion de las competencias: Aqui
se integran los desarrollos de motores,
escenarios y agentes o jugadores, para
llevar a la practica el juego o
competencia disefiado.

7. Emision de resultados y reportes: Se
miden los resultados obtenidos en
cuanto a logro de objetivos del juego
desarrollado, el cumplimiento de las
metas por parte de cada agente, el nivel
de eficiencia alcanzado por cada uno (y
por lo tanto de las estrategias
programadas para ellos) y la posibilidad
de realimentacion y refinamiento de
esas estrategias.

Resultados y Objetivos

El objetivo general del proyecto es el
"desarrollo de un Motor o Servidor de
Estrategias de Juego, que permita el
planteo de Plataformas para el disefio
de Juegos y Escenarios con
Adversarios, con el fin de facilitar la
integracion de conocimientos y practicas
de diversas asignaturas de la Carrera de
Ingenieria en Sistemas de Informacion,
y posibilitar el desarrollo futuro de
aplicaciones similares en contextos
profesionales”. A nivel de resultados
esperados, se apunta a la posible
integracion de desarrollos y aplicaciones
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practicas entre asignaturas diversas de
la carrera de Ingenieria en Sistemas de
Informaciéon, pero es claramente
extrapolable a otras situaciones y
aplicaciones no académicas, tales
como: simulaciones de estrategias de
agentes adversarios en cualquier &mbito
de aplicacion de la Teoria de Juegos,
desarrollo profesional de software para
juegos, e incluso aplicaciones en la
programacion de software de control de
componentes de hardware para robadtica
(software, motores de juego vy
escenarios para placas programables).
En cuanto a posibles dificultades, un
proyecto de esta naturaleza requiere
considerar que existiran  muchos
alumnos y grupos trabajando desde
catedras distintas (aunque esto puede
manejarse en parte mediante el planteo
de estas actividades en forma opcional),
ademas del tiempo de clase ocupado
con los desarrollos. Si varias catedras
acuerdan un trabajo conjunto vy
colaborativo en esta linea de accion,
debe preverse adecuadamente el tema
en las planificaciones de todas ellas.

Formacion de Recursos Humanos
Director del Proyecto: Valerio Frittelli
(Magister en Docencia Universitaria,
Ingeniero en Sistemas de Informacién,
Director de la Carrera de Licenciatura en
Tecnologia Educativa de la UTN
Cordoba, Docente de grado y posgrado
e investigador en la UTN Cérdoba)

Codirector: Ana Maria Strub (Ingeniera
en Sistemas de Informacion, titulada
como Profesora  Universitaria en
Ingenieria por la Universidad Catolica de
Cérdoba), docente e investigadora en la
UTN Cordoba.

Investigador
Eduardo

Formado y Asesor:
Destéfanis  (Doctor en
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Ingenieria  por la UTN Cordoba,
Ingeniero Electricista Electronico,
Investigador Categoria Il en Programa
de Incentivos, Profesor Titular Ordinario
en la UTN Cordoba)

Investigadores de Apoyo Categorizados:
Felipe Steffolani, Romina Teicher
(ambos Ingenieros en Sistemas de
Informacion, Categorizados E y F
respectivamente en el programa interno
UTN)

Investigadores de Apoyo en Formacion:
Marcela Tartabini, Gustavo Bett, Julieta
Fernandez y Diego Serrano (todos
Ingenieros en Sistemas de Informacion
y docentes en la UTN Cordoba)

Del objetivo del proyecto se desprende
un fuerte trabajo en formacion de
recursos humanos. Los alumnos de las
catedras involucradas seran
beneficiarios directos de la experiencia,
asi como los propios docentes e
investigadores. Algunos de estos
docentes se incorporan por primera vez
a un proyecto de investigacion,
aportando  sus  conocimientos Yy
practicas, pero también buscando
experiencia y antecedentes que les
posibiliten el acceso futuro a la
categorizacion como investigadores. En
esta primera etapa, en que el proyecto
se esta planteando, todo el equipo se
conforma con docentes de diversas
catedras. A medida que el trabajo
avance, se preve incorporar estudiantes
de diversos afios de cursado de la
carrera. Esto permitird contribuir a su
formacion como investigadores y a
aportar elementos de aplicacion
profesional. Al disefiar e implementar el
Servidor de Estrategias en una
arquitectura de dos niveles de
componentes (servidor de reglas y
estrategias vs. agentes que ejecutan
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reglas y estrategias) se contribuye
ademas en la formacion profesional de
investigadores y alumnos, ya que el
grupo estaria en condiciones de
extender el alcance a otros proyectos
orientados a la construccion de un
servidor de aplicaciones amplio (que
evalle y controle reglas de negocio en
general, y no solo aplicables al contexto
de juegos, simulaciones e integracion
entre contenidos de asignaturas).
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RemoteBot: una Aplicacion que Combina Robots y Dispositivos Moviles
Claudia Queiruga, Claudia Banchoff Tzancoff, Fernando Lopez
LINTI/Facultad de Informatica/Universidad Nacional de La Plata

La Plata, BI90OOASD, ARGENTINA
{claudiaq,cbanchoff, flopez}@]linti.unlp.edu.ar

Resumen

RemoteBot es una aplicacion cliente-
servidor que permite controlar los robots del
proyecto "Programando con Robots y Software
Libre" mediante dispositivos moviles Android.
RemoteBot es una aplicacion innovadora que
combina robots con dispositivos moéviles.

RemoteBot es el resultado de Ia
articulacion  del  proyecto de I+D
"Programando con Robots y Software Libre"
con la catedra “Laboratorio de Software” de
4to. aflo de las carreras Lic. en Informatica y
Lic. en Sistemas de la Facultad de Informatica
de la UNLP.

El objetivo del proyecto "Programando con
Robots y Software Libre" es acercar a docentes
y estudiantes de escuelas secundarias a la
programacion, convencidos que las habilidades
que se obtienen programando promueven el
pensamiento analitico, sistematico, fomentan
la creatividad y el trabajo colaborativo, todas
ellas habilidades muy requeridas en la
sociedad del siglo 21. En el mencionado
proyecto, se utilizan robots fabricados por la
empresa RobotGroup [8], basados en hardware
libre para ensefiar las primeras nociones de
programacion.

RemoteBot integra diferentes tecnologias y
su aplicacion concreta es en el campo de
aplicaciones no tradicionales. A su vez,
permitio articular un proyecto de I+D de la
Facultad de Informatica con una céitedra de
anos avanzados de la misma casa de altos
estudios, resultando esto uUltimo sumamente
motivante para los estudiantes que participaron
de la actividad.

Palabras clave: Ensefiar a Programar -
Programar con robots - Python - JAVA -
Dispositivos moviles.

El proyecto “Programando con
Robots y Software Libre”

Es comin que cuando nos referimos a
nuestros nifos y jovenes hablemos de “nativos
digitales” haciendo alusion a su fluidez digital
o habilidad para manejarse con las tecnologias
digitales. En los nifios y jovenes de hoy esta
naturalizado el envio de mensajes de texto, los
juegos en linea, navegar en Internet, etc. [1].
Sin embargo, a pesar de interactuar todo el
tiempo con medios digitales, muy pocos de
estos jovenes pueden construir sus propios
juegos, animaciones y simulaciones. La fluidez
digital requiere también de la habilidad para
disefiar, crear ¢ inventar con los nuevos
medios [2] y para ello, es necesario aprender a
programar. Saber programar tiene multiples
beneficios, amplia las posibilidades de las
cosas que podemos crear con la computadora y
en general de las cosas que se pueden
aprender.

“Programando con Robots y Software
Libre” [4] es un proyecto de I+D de la
Facultad de Informatica de la Universidad
Nacional de La Plata, iniciado en el ano 2009,
cuyo objetivo es promover en los jovenes de
nuestra region el interés en la programacion,
entendiendo que aprender a programar es el
fundamento del “pensamiento computacional”
[3]. Este proyecto estd basado en la iniciativa
RobotEducation.org presentada en el evento
“Latinamerican Academic Summit 2008,
organizado por Microsoft Research en la
ciudad de Panama. Este proyecto se lleva
adelante realizando un trabajo articulado con
docentes y alumnos de escuelas secundarias de
nuestra region. Mediante el uso de robots
sencillos, se presenta a los jovenes estudiantes
una nueva forma de resolver problemas,

PAGINA - 299 -


http://www.roboteducation.org/
http://www.roboteducation.org/
http://www.roboteducation.org/
http://www.roboteducation.org/

XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION

mediante el desarrollo de algoritmos. El uso y
manipulacion de robots es una manera
atractiva y simple de acercar a nuestros
jovenes estudiantes a la programacion.
Introducir a docentes y jovenes al mundo de la
programacion no debe ser considerado s6lo un
aprendizaje técnico, es el fundamento para
aprender estrategias de diseflo y resolucion de
problemas como la modularizacion, el
pensamiento analitico y sistémico y, el trabajo
colaborativo, todos ellos valorados como
habilidades muy requeridas en la sociedad de
hoy.

En el proyecto “Programando con Robots y
Software Libre” se trabaja con algoritmos
escritos en el lenguaje Python, mediante los
cuales se programa al robot y de esta manera
moverlo, hacer que evite obstaculos, etc.
Desde la  perspectiva  educativa, la
caracteristica mdas relevante es que los
estudiantes aprenden los conceptos basicos de
programaciéon en forma intuitiva y ludica,
explorando instrucciones y sentencias del
lenguaje para manipularlos, moverlos y darles
ordenes para emitir sonidos, experimentando
sus resultados en forma interactiva y mediante
la observacion directa del robot. Utilizando los
robots, se pueden programar actividades
artisticas (pintar / bailar), sociales (realizar
obras de teatro) y Iludicas (carreras de
obstaculos / batallas), y de esta manera
fomentar la creatividad y el trabajo
colaborativo entre los estudiantes.

El lenguaje Python es wun lenguaje
interpretado, caracteristica que simplifica el
proceso de programacion en una comunidad
con escasa experiencia en programacion.

Por otro lado, nuestro grupo de
investigacion promueve el uso de software
libre, es por ello que todas las herramientas
que se utilizan en el proyecto cuentan con
licencias libres y la documentacion y
materiales de difusion del proyecto [5] se
publican y difunden bajo licencias Creative
Commons[6].

2012 - PARANA — ENTRE RICS

Nuestras Experiencias en Escuelas

Las primeras experiencias del proyecto se
realizaron con robots importados,
denominados scribblers[7] y, en el ano 2011,
después de trabajar en forma colaborativa con
los técnicos de la empresa_RobotGroup [8] se
pudo construir un robot con caracteristicas
similares a los scribblers, pero fabricados con
hardware libre [9] y disponibles para su
adquisicion en nuestro pais. RobotGroup
desarrolld6 el moédulo para Python duinobot
[10], publicado como software libre, que
permitio obtener un comportamiento similar al
de los scribblers originales.

Durante el afio 2012, a través de un subsidio
de la Fundaciéon YPF y con el auspicio de la
Direccion de Escuelas Técnicas de la Provincia
de Buenos Aires, se trabaj6 con 10 (diez)
escuelas técnicas de la provincia. En dicha
experiencia se capacitaron a mas de 140
docentes y 40 alumnos en cursos dictados en
las diferentes escuelas intervinientes [11].

Otras experiencias llevadas a cabo en esta
linea de trabajo, fueron la implementacion de
las denominadas “pasantias académicas”
realizadas con los colegios preuniversitarios de
la UNLP, Liceo “Victor Mercante” y Nacional
“Rafael Hernandez” y, durante el afio 2012 se
incorpord la Escuela Media N° 3 de Los
Hornos. A través de estas pasantias, jovenes
del ultimo ano de la escuela secundaria
concurren a la Facultad a realizar actividades
coordinadas en el marco de proyectos de
extension y, de esta manera comienzan su
interaccion con el dmbito universitario. En el
caso de “Programando con Robots y Software
Libre” participaron de la experiencia mas de
30 alumnos.

Robots y Dispositivos Moviles
Actualmente vivimos en un mundo en el
que las comunicaciones digitales han
modificado la manera en que las personas se
comunican. La telefonia moévil tiene un rol
central en este cambio ya que no solamente es
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utilizada para “hablar” sino que también para
capturar y reproducir videos, tomar fotos,
jugar, consultar la agenda de trabajo, paginas
de noticias, usar mapas dindmicos, etc. Los
teléfonos celulares cada vez tienen mas
prestaciones, sus pantallas son de mayor
precision y  tamafio, tienen  cdmaras
fotograficas y de video incorporadas,
reproducen musica y cuentan con multiples
sensores, tienen la capacidad de estar siempre
conectados (always on), representando esto un
desafio para el desarrollo de nuevas
aplicaciones que dejan de ser entidades
aisladas que intercambian informacion a través
de la interfaz de usuario. El desarrollo de
aplicaciones innovadoras que permita integrar
diferentes tecnologias y que involucre
dispositivos moviles, es un tema sumamente
actual y motivante para nuestros jovenes
estudiantes universitarios. Combinar robots
con dispositivos moviles, resultd6 una
propuesta interesante, que permitié articular el
proyecto “Programando con Robots y Software
Libre” con las actividades desarrolladas por los
estudiantes en la catedra “Laboratorio de
Software” de cuarto afo de las carreras Lic. en
Informatica y Lic. en Sistemas de la Facultad
de Informatica de la UNLP. En esta asignatura
los estudiantes adquieren conocimientos
especificos sobre la  construccion de,
aplicaciones orientadas a servicios, con acceso
a bases de datos y aplicaciones nativas para
dispositivos moviles inteligentes utilizando
tecnologias JAVA [14]. Los estudiantes
obtienen las habilidades necesarias para
desarrollar un trabajo integrador que signifique
la aplicacion concreta de los conocimientos
adquiridos hasta el momento en la carrera. En
este marco, resultd interesante proponerle a los
estudiantes que construyan una aplicaciéon que
permita controlar a los robots mediante un
teléfono celular inteligente, pensando en el
celular como un control remoto no
convencional, que mediante movimientos
emitiera 6érdenes simples al robot, por ejemplo

2012 - PARANA — ENTRE RICS

que avance, retroceda, gire en una direccién
determinada, etc.

RemoteBot

RemoteBot es wuna aplicacion cliente
servidor que permite controlar los robots del
proyecto "Programando con Robots y Software
Libre " mediante dispositivos moviles Android
que funcionan como controles remotos.

La Figura 1, ilustra una instalacion tipica de
RemoteBot en la que se pueden apreciar todas
componentes intervinientes.

Equipo con el servidor
Remotebot instalado

Router inalambrico j

a

T Peticiones HTTP

XBee (por USB)

Comandos

para el firmware (f
a través de ZigBee

Figura 1- Instalacion Tipica de RemoteBot

La aplicacién consta de dos componentes,
un servidor escrito en Python (Remotebot) que
se comunica con el robot utilizando el médulo
para Python duinobot [10] y un cliente para
dispositivos Android (Remotebot4Android)
escrito en Java que envia al servidor las
acciones a realizar por el robot y que recibe
retroalimentacion desde el servidor respecto de
las acciones realizadas.

La comunicaciéon entre el cliente y el
servidor es a través de mensajes POST de
HTTP por el puerto 8000 y se utiliza JSON
[12] para codificar los mensajes. Se disefid un
protocolo de capa de aplicaciéon que permite
instanciar los robots, enviarles mensajes y
recibir los resultados de ejecutar los métodos
correspondientes. El protocolo se adapta sin
modificaciones a cualquier extension que se le
pueda hacer a las clases del modulo duinobot.

— ; = App RemoteBot
para Android
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En la Figura 2 se muestra la arquitectura de
RemoteBot, las cajas verdes,
(Remotebot4 Android y Remotebot)
constituyen los desarrollos realizados para esta
solucion.

PC con GNU/Linux

Dispositivo con Andreid Robot Multiple N6

Remotebot4Android Remotebot

Android SDK API de Python Duinobot
. : PyFw nata
n|.|[Haruware de rai] Hardware de red l

|

Figura 2- Arquitectura de RemoteBot

API Arduino

Conectores
deE/S

Hardware Z\gBeE Hardware ZigBee
(XBee) (XBee)

El Servidor Remotebot

Considerando que el modulo original que
controla los robots estd escrito en Python, se
decidi6 escribir Remotebot también en ese
lenguaje. El servidor mantiene una coleccion
de objetos que representan al dispositivo de
comunicaciones (Board) y una coleccion de
robots instanciados (Robot). Estas instancias
nunca se liberan durante la ejecucion del
servidor, sin embargo esto no es
necesariamente malo ya que cada instancia
puede ser reutilizada por sucesivos clientes y
estas colecciones sirven como una suerte de
caché.

En el manejo de las peticiones se utiliza la
técnica de reflexion para acceder a las
funciones y a los métodos de los robots y
placas. El uso de reflexion permite que el
servidor siga funcionando sin modificaciones a
pesar que se alteren, amplien o reduzcan los
métodos de las clases Robot y Board en el
modulo duinobot.

Como se especifico anteriormente el
servidor acepta peticiones utilizando el método
POST de HTTP, la respuesta a ese POST
contendra los valores de retorno de los
métodos invocados o bien un mensaje de
excepcion si algo fallo.

El Cliente Remotebot4Android
El cliente en Android contiene un wrapper
completo de las clases Board y Robot que
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puede ser reutilizada sin modificaciones en
otros proyectos Android o bien con algunas
modificaciones en la clase Board (agregando el
paquete org.json y Apache HTTPComponents
al proyecto) puede ser utilizada en aplicaciones
Java regulares.

Remotebot4Android cuenta con una GUI
compuesta por dos Activities (pantallas en el
vocabulario de Android): una que permite
configurar la conexion, seleccionando la
direccion IP del servidor, el dispositivo que
representa la placa y el robot al cual
conectarse. En la Figura 3 se muestra una
captura de pantalla de configuraciéon. En
determinadas ocasiones el modulo duinobot
retornara una lista vacia de robots encendidos,
en esos casos el cliente muestra una lista por
defecto con los (supuestos) robots 1 a 6, luego
de determinar esos parametros se pasa al
siguiente Activity (pantallei

0 Ml @ 3:00em

RemoteBot

Figura 3- Cliente Android Remotebot4Android:
configuracion de la conexion

En el segundo Activity se encuentran los
controles para manejar el robot que permiten:
controlar la velocidad del robot (de 0 a 100),
configurar el modo de avance (por ejemplo
“avanzar sin chocar’), mostrar los valores del
sensor de obstaculos del robot, girar a la mitad
de la velocidad indicada, mover al robot hacia
adelante, atrés, izquierda y derecha, detener al
robot. La Figura 4 muestra una captura de la
pantalla del cliente Android que permite
manejar al robot.
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ZKC]

Giro lento Usar acelerémetro
(=) .

Mostrar distancia a obstaculo

Detenerse al detectar obstaculo

Figura 4- Cliente Android Remotebot4Android: controles
para interactuar con el robot

Asimismo la interaccion entre el cliente
movil y el robot puede realizarse usando los
acelerometros del celular. Para ello desde la
pantalla de controles de la aplicacion cliente es
posible elegir este modo interaccion y de esta
manera se puede mover el robot simplemente
inclinando el celular en la direccion deseada;
el nivel de inclinaciéon determina la velocidad.
Los movimientos en la GUI se hacen de forma
asincrénica y no se espera la respuesta del
servidor (incluso se ignoran algunos errores)
todo esto es para que la interfaz responda de
forma ripida y se ignoren problemas de
conexion intermitentes, naturales en las
conexiones inalambricas, que de otra forma
resultan muy molestos.

Lineas de investigacion y desarrollo

El LINTI, Laboratorio de Investigacién en
Nuevas Tecnologias Informaticas, tiene
definida una linea de investigaciébn sobre
Software Libre, tanto en términos de
desarrollo como de uso y difusion
especialmente en el dmbito de escuelas. El
proyecto Lihuen GNU/Linux [13] con mas de
6 afios de trabajo, nos da un marco de
interaccion con las escuelas. Asimismo otra
linea de investigacion en crecimiento es la de
desarrollo de aplicaciones moviles.

El desarrollo de RemoteBot no sélo permite
trabajar en aspectos de integracion de
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diferentes tecnologias de desarrollo, sino que
sirve como un elemento disparador tanto para
los jovenes que participan de los distintos
espacios del proyecto “Programando con
Robots y Software Libre” como asi también vy,
fundamentalmente para los estudiantes
universitarios que realizan una practica sobre
un desarrollo no convencional, innovador, que
integra multiples tecnologias y dispositivos.
Como lineas de trabajo en esta tematica

podemos mencionar también la evaluacion y
andlisis de frameworks abiertos para el
desarrollo de juegos (que se complementa con
las actividades mencionadas anteriormente) y
el desarrollo de otras actividades con escuelas
que también promueven el acercamiento a la
programacion entre docentes y jovenes
estudiantes secundarios.

Resultados y Objetivos

Este trabajo ofrece una herramienta mas
para los alumnos secundarios que participan
del proyecto. En una primera instancia, todos
aquellos que poseen celulares con Android,
podran descargarse la aplicacion RemoteBot ¢
interactuar con los robots. Luego, se
introduciran las herramientas y nociones de
programacidon necesarias para que puedan
hacerlo escribiendo sus propios programas en
Python.

Un aspecto importante a destacar es el
hecho de lograr la implementacion de
aplicaciones reales en el ambito de las
catedras. El hecho de trabajar sobre
requerimientos y usos reales le otorga a los
estudiantes una motivacion adicional.

Formacion de Recursos Humanos

Este tipo de trabajo promueve la
articulacion entre proyectos de I+D y catedras,
involucrando a los estudiantes en la busqueda
de soluciones a problemas reales, no
convencionales, que integran multiples
dispositivos 'y tecnologias. Asimismo se

PAGINA - 303 -



XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION

fomenta la participacion de los estudiantes de
las distintas carreras en proyectos de I+D de
interés para la Facultad, estimulando la
elaboracién de tesinas de grado y trabajos
finales de carrera.
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Resumen: El propdsito de este trabajo
pretende mejorar las replicaciones de
experimentos para agilizar la solucion de
problemas sociales a los investigadores en
Ingenieria de Software. Se realizara
mediante un portal web, el cual brindara
soporte a las replicaciones, permitira el
almacenamiento de materiales
experimentales como asi también el
almacenamiento  masivo  de  datos
experimentales. En esta primera propuesta
se trabajara con las replicaciones del cuasi-
experimento de factores de personalidad y
equipos de desarrollo de software. Este
modelo de portal puede tomarse como base
para dar soporte a las replicaciones de
cualquier tipo de experimento dentro de la
Ingenieria de Software Experimental (ESE).
En esta primera etapa de su construccion se
ha trabajado fuertemente en la definicion de
los requerimientos, el modelo de analisis y
una definicion a priori de la arquitectura del
portal.

Palabras clave: Experimentaciéon en
Ingenieria de Software (ESE)/ Portal de
replicaciones / Analisis de influencia de la
personalidad/ Equipos de desarrollo

Contexto.

El presente proyecto sera desarrollado por
el Grupo GIS, integrado por investigadores
de la Universidad Nacional de La Matanza
y de la Universidad Nacional de Lomas de
Zamora. Asimismo se trabajara en forma
conjunta con grupos de investigacion
consolidados en el area en la Facultad de
Informatica de la Universidad Politécnica
de Madrid, asi como de la Universidad
ORT de Uruguay.

En colaboracién con uno de los objetivos
propuestos en el proyecto, se incorporan
alumnos de la Facultad de Informatica,
Ciencias de la Comunicacién y Técnicas
Especiales de la Universidad de Moron,
para el desarrollo del portal de replicacién
de experimentos.

Introduccion.

Es sabido que no es facil mantener una
armonia cuando se habla de grupos de
trabajo. Mucho menos cuando hablamos de
grupos de trabajos de desarrollo de
software, donde el trabajo en equipo es una
herramienta clave para que el desarrollo sea
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eficiente. La importancia de esta falta de
armonia radica en las dificultades existentes
para lograr un buen trabajo en equipo
cuando sus integrantes tienen distintas
caracteristicas o personalidades.

¢Por qué analizar los equipos de

desarrollo de software?

La respuesta a esta pregunta surge de la
necesidad de relevar y analizar el
comportamiento de los distintos equipos de
trabajo en el desarrollo de software, mas
particularmente la influencia de |la
personalidad y las caracteristicas de los
distintos  equipos. Las  dificultades
existentes para lograr un buen trabajo en
equipo atentan directamente a la calidad del
software desarrollado.

De los antecedentes  bibliograficos
revisados, podemos mencionar la definicion
de experimento propuesta por Campbel y
Stanley, un experimento es: “una porcion
de la investigacion en la cual se manipulan
variables y se observan sus efectos sobre
otras variables” (Campbel, 1963).

Estas variables pueden ser de dos tipos:
independientes y  dependientes.  Las
variables independientes son aquellas que
inicialmente se consideran implicadas en
llevar a cabo la consecucion de un
determinado efecto sobre las variables
dependientes. Las variables dependientes
son aquellas sobre las que se espera
encontrar cambios significativos en su
valoracion debido a la influencia de las
variables independientes.

La principal ventaja de la experimentacion
es (que permite variar iterativamente
aspectos de la realidad para estudiar el
impacto que tienen las manipulaciones.

Estos experimentos se pueden clasificar en
3 tipos: experimentos verdaderos, pre-
experimentos y disefios cuasi-
experimentales.
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Los experimentos verdaderos son los que
manipulan las variables independientes
para ver sus efectos sobre las variables
dependientes. Para obtener evidencia de
esta  supuesta relacion causal, el
investigador manipula o hace variar la
variable independiente y observa si la
dependiente varia o no. La variable
dependiente no se manipula, sino que se
mide para ver el efecto que la manipulacion
de la variable independiente tiene en ella.

Los pre-experimentos se llaman asi porque
su grado de control es minimo. No son
adecuados para el establecimiento de
relaciones entre la variable independiente y
la variable dependiente. Se deberian de usar
so0lo como ensayos de otros experimentos
con mayor control (Hernandez Sampieri,
2006).

Por  dltimo, los  disefios  cuasi-
experimentales son los que serian utilizados
en este proyecto en particular. Estos
manipulan deliberadamente al menos una
variable independiente para ver su efecto y
relacion con una o0 mas Vvariables
dependientes, solamente que difieren de los
experimentos verdaderos en el grado de
seguridad o confiabilidad que pueda tenerse
sobre la equivalencia inicial de los grupos.

Los cuasi-experimentos difieren de los
experimentos verdaderos en la equivalencia
inicial de los grupos (los primeros trabajan
con grupos intactos y los segundos utilizan
un método para hacer equivalentes a los
grupos). Sin embargo, esto no quiere decir
que sea imposible tener un caso de cuasi-
experimento donde los grupos sean
equiparables en las variables relevantes
para el estudio (Hernandez Sampieri, 2006).

La ejecucion de estos experimentos por
parte de los investigadores se denominara
replicacion. La replicacion consiste en la
ejecucion del experimento en un sitio
concreto, utilizando un disefio experimental
especifico. En las replicaciones participan

PAGINA - 306 -



XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION

personas (investigadores) que interactlan
con  materiales para observar el
comportamiento de las técnicas estudiadas
(Hernandez Sampieri, 2006).

El paquete de laboratorio contiene las
instrucciones para que los sujetos apliquen
las técnicas y el investigador pueda analizar
los resultados.

¢,Por qué desarrollar un portal

de replicaciones de experimentos?

Como resultado de la inexistencia de
herramientas tecnoldgicas relacionadas con
las replicaciones en la experimentacion en
ingenieria de software, se llegd a la
conclusion que seria de gran ayuda el
desarrollo de un portal que brinde soporte a
la ejecucion de los experimentos requeridos
y permita administrar el material necesario
para los mismos.

Lineas de investigacion y desarrollo.

El portal propone brindar herramientas a los
investigadores para que puedan realizar las
replicaciones. Debera ser capaz de registrar
las replicaciones deseadas, permitiendo
descargar todos los materiales necesarios
(cuestionarios, etc.). Dicho sistema debera
disponer de una interfaz amigable y simple,
de manera que los investigadores puedan
acceder a toda la informacion de manera
eficaz. El mismo sera desarrollado
siguiendo las buenas practicas de la
Ingenieria Web propuestas por Pressman
(Pressman, 2005).

La especificacion de los requerimientos de
software se realizd siguiendo los
lineamientos de la ERS-IEEE ANSI 830-
1998 (IEEE ANSI 830-1998, 1998).

El portal contara con tres modulos bien
definidos:

e Administracion de replicaciones

2013 - PARANA — ENTRE RICS

e Administracion de materiales

e Moddulo de seguridad,

El médulo de seguridad permitira al usuario
autenticarse y acceder solamente a su
propia informacion.

Los otros dos modulos permitiran la
creacion, modificacion y eliminacion de
replicaciones y materiales.

Considerando los conceptos brindados
anteriormente 'y ante la necesidad de
desarrollar un sistema de facil acceso que
permita simplificar la administracion de los
experimentos, se determind que lo mas
apropiado seria bajo entorno Web.

La particularidad de estos sitios webs,
ademas de ser de muy facil acceso y muy
intuitivos, es que se pueden acceder a los
mismos desde cualquier lugar distante, lo
que en este caso brindaria una
disponibilidad para cualquier grupo de
investigadores de cualquier universidad que
desee trabajar en esta linea de
investigacion.

La funcionalidad que debera tener el mismo
es la siguiente:

e Ingreso seguro: el mismo debera ser
capaz de validar los usuarios que
podran acceder al mismo.

e Administracion  de  replicaciones:
deberd ser capaz de registrar las
replicaciones con toda la informacién
relacionada a la misma.

e Administracion de materiales: debera
ser capaz de almacenar todos los
materiales disponibles para poder
ejecutar las replicaciones.

Dentro de los requerimientos no
funcionales, podemos mencionar los

PAGINA - 307 -



XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION
2013 - PARANA — ENTRE RICS

requerimientos de hardware necesarios para
el funcionamiento del portal, estos son:

e Equipo cliente con navegador web (Ej.:
Internet Explorer, Firefox, Mozilla,
etc.)

e Servidor web

e Servidor de base de datos

La Figura Nro. 1, muestra cémo se
accederia al portal y cudles seran los
componentes de hardware que intervendrian
en el funcionamiento.

—

B

Equipo del Equipo del
investigador investigador

?

Equipo de desarrollo y Servidor web Servidor de
administracion del portal base de datos

Figura Nro. 1. Modalidad de acceso al portal y
componentes de hardware

Para la construccion de los modelos de
andlisis y disefio se emplearda RUP y UML
(Jacobson Ivar , 2000).

En la Figura Nro.2, se detalla un caso de
uso preliminar para la visualizacion del
comportamiento del portal:

ABM de Usuarios
Alta de Materiales
Vl\ Alta y Modificacion
de Replicacion
Autenticacion de
\ Usuarios
Cambio de
Contrasefia
Consulta de
Materiales
Reseteo de
Contrasefia

Administrador/Investigador

Administrador

Figura Nro. 2. Caso de uso preliminar para la
visualizacion del comportamiento del portal.

Resultados Obtenidos/ Esperados.
Se pretende finalizar con el desarrollo del
portal y realizar las pruebas de dicho
producto con investigadores de diferentes
universidades.

Se intenta dejar como antecedente este
portal para que sirva de guia para otro tipo
de replicaciones que se pretendan hacer en
el marco de la Ingenieria de Software
Experimental.

Se pretende sumar méas Universidades para
el trabajo en Red en esta linea de
investigacion con el proposito de generar
mayor cantidad de evidencias empiricas de
este tipo de experimentos.
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Como  resultados se plantea la
incorporacion de esta linea de investigacion
en trabajos de fin de carrera.

Formacién de Recursos Humanos.
La formacion de recursos humanos esté
dada por la incorporacion de investigadores
y alumnos en el campo de la Ingenieria de
Software Experimental.

La transferencia a la docencia serd
desarrollada  por los investigadores
pertenecientes a cada Universidad, que
realizan replicaciones en el contexto de sus
catedras o en contextos de la industria del
software.
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CONTEXTO

En el trabajo se exponen los resultados
obtenidos en el proyecto “Sistemas y TIC:
técnicas y herramientas” (2012-2016), como
continuacion de los alcanzados en el proyecto
“Tecnologias de la informacién vy
comunicacion como  herramientas  del
desarrollo  local” (2009-2012), ambos
acreditados por la Secretaria General de
Ciencia y Técnica (UNNE).

RESUMEN

Se resume la linea de investigacion vinculada
con el estudio y analisis de accesibilidad, sus
métodos y herramientas y la aplicacién de los
mismos para la evaluacion de sitios web
enfatizando los representativos de
organizaciones del NEA orientados a diversos
dominios del conocimiento. Se enfatiza la
formacién de recursos humanos en la
tematica, incorporando los estudios realizados
en el desarrollo de becas otorgadas por la
UNNE vy tesinas de grado.

Palabras clave: accesibilidad web, técnicas y
herramientas, formacion de recursos
humanos.

1. INTRODUCCION

En el marco del proyecto de I+D “Sistemas y
TIC: técnicas y herramientas” se continla
tratando el tema de accesibilidad iniciado en
el anterior “Tecnologias de la informacion y
comunicacion como  herramientas  del
desarrollo local”. Su eje principal es el
estudio de las metodologias y herramientas
orientadas a la generacion de software de

calidad en coincidencia con lo expuesto por la
Ingenieria del Software (1S).

En la IS existen tres elementos clave: i) los
métodos, ii) las herramientas y iii) los
procedimientos. Estos facilitan el control del
proceso de construccién de software y brinda
a los desarrolladores las bases de la calidad de
una forma productiva. Siendo una de sus
principales areas de estudio e investigacion la
calidad del software. La misma se define
como “Grado con el que un sistema,
componente o0 proceso cumple los
requerimientos especificados vy las
necesidades o0 expectativas del cliente o
usuario” (IEEE Std. 610-1990). Atendiendo
esta definicion, donde el objetivo es la
satisfaccion del usuario y la importancia
otorgada a los organismos internacionales
para desarrollar y evaluar la calidad de un
producto software, se considera que el mismo,
no puede estar exenta de la aplicacién de
estandares, siendo uno de los referentes la
accesibilidad.

En este sentido, existen organismos no
oficiales como la W3C (Consorcio World
Wide Web), a través de la Iniciativa para la
Accesibilidad a la Web o WAI (Web
Accessibility Initiative) (Oficina Espafiola,
2008), que definen pautas que facilitan la
inclusion social y el acceso universal a la
informacion.

Como normativa oficial sobre accesibilidad
Web, se mencionan: i) ISO 9241-171:2008
(Accesibilidad al Software (ISO, 2008 a), ii)
ISO  9241-20:2008  (Accesibilidad en
productos y servicios TIC (ISO, 2008 b) v iii)

PAGINA - 310 -


mailto:simarinio@yahoo.com
mailto:mvgodoy@exa.unne.edu.ar

XV WORKSHOP DE INVESTIGADORES EN CIENCIAS DE LA COMPUTACION

ISO 9241-151:2008 (Ergonomia de interfaces
Web (1SO, 2008 c).

La iniciativa desarrollada por este equipo de
trabajo de la UNNE, coincide con las
desarrolladas por otros equipos universitarios
como los expuestos en Diaz, (2008), Diaz
(2011), Diaz et al. (2012a), Diaz et al.
(2012b), Martin et al. (2012), Mendez y
Caraldi (2012), Toledo et al. (2012) y
Trigueros et al. (2012).

2. LINEAS DE INVESTIGACION vy

DESARROLLO

En la linea de 1+D, con mira a la transferencia

de sistemas accesibles se trabaja en:

- El relevamiento, seleccion y estudio de
metodologias (Gonzélez Flérez, 2006;
Montero y Fernandez, 2004; Segovia,
2008;) para el tratamiento de la
accesibilidad web.

- La eleccion, andlisis y estudio de
herramientas informaticas utilizadas para
la medicion de accesibilidad, entre las que
se  mencionan:  Braillersurf,  Lynx
Browser, TAW, HERA, EXAMINATOR,
TextAloud, NVDA, WEBBIE, entre
otras.

3. RESULTADOS
OBTENIDOS/ESPERADOS

En esta seccion se mencionan los logros
alcanzados en la linea temética especificada y
vinculados al mencionado proyecto que
facilita la concrecién de actividades de
investigacion  aplicada,  desarrollo vy
transferencia hacia el contexto de influencia
de la UNNE

Los  resultados  se plasmaron en
presentaciones de congresos Yy reuniones
cientificas de caracter nacional (Marifio et al.,
2012a; Fernadndez Vazquez et al., 2012), una
publicacion internacional (Marifio et al.,
2012b) y generacion de productos software
transferibles al contexto de influencia de ésta
Universidad que cumplen las pautas
estudiadas.
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Uno de los propositos del proyecto de 1+D es
la divulgacion del conocimiento y experiencia
adquirida en &mbitos de Educacion Superior a
fin de instalar estos temas y su aplicacién en
la comunidad académica. En el segundo
semestre del afio 2012 se desarroll6 un taller
avalado por la FACENA (UNNE) destinado a
alumnos, adscriptos y docentes.

4. FORMACION DE

HUMANOS

En referencia a la formacion de RRHH se

mencionan como logros del afio 2012

- Continuaron el estudio de metodologias y
herramientas de accesibilidad y su
introduccion en disefios de sistemas de
informacion  becarios de grado vy
postgrado de la SGCyT — UNNE

- Recientes graduados de la carrera
incorporados al proyecto iniciaron la
formacion de alumnos desempefiandose
como profesores orientadores del Trabajo
Final de Aplicacion en esta tematica. Se
resalta este logro considerando que es una
forma de incrementar la masa critica
comprometida con la docencia e
investigacion

- Iniciaron el Trabajo Final de Aplicacion,
en la mencionada tematica, cuatro
alumnos de carrera Licenciatura en
Sistemas de Informacién: Vergara (2012),
desarrolla un sistema de gestion para la
empresa Distribuciones Litoral y Maidana
(2012), elabora un Sistema Informatico
para la gestion de un club deportivo. Solis
(2012), aborda el estudio de la
accesibilidad y su inclusion en modulos
del sistema SIU. En los proyectos de TFA
se abordd como tema de calidad la
accesibilidad incluida desde etapas
tempranas del ciclo de vida, es decir se
incorporo este concepto desde la etapa de
analisis 'y disefio del sistema de
informacion. Los temas abordaron la
seleccion y estudio de herramientas, la
aplicacién de pautas de accesibilidad en
sitios web de diferentes dominios y sus
resultados seran difundidos en el presente
afio.

RECURSOS
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- Se desarroll6  un taller gratuito
denominado “Accesibilidad en sistemas
de informacion web”, avalado por la
Unidad Académica, cuyos asistentes
superaron en un 33% el cupo maximo
previamente establecido.
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RESUMEN

Se presenta en este documento el resultado de la
linea de investigacion, “Herramientas de Ingenieria
Reversa”, en el marco del proyecto
“Caracterizacion de los riesgos inherentes a la
Ingenieria Reversa”. Este proyecto lo desarrolla el
grupo de investigacion de la Catedra de Servicios
del Software de la Universidad Tecnolbgica
Nacional Cérdoba. Se describe aqui el proceso de
investigacion y el desarrollo de un grafico que tiene
como objetivo informar las posibles herramientas
